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ABSTRACT

This study analyzes QuikSCAT surface wind data over the North Pacific Ocean to document the distri-

bution of captured fetches in extratropical cyclones that produced hurricane force (HF) wind fields from

January 2003 through May 2008. A case study is presented to introduce the datasets, which include surface

wind analyses from the Global Forecast System (GFS) Global Data Assimilation System (GDAS), and wave

hindcasts from the third-generation wave model (WAVEWATCH III; hereafter, WW3), in addition to the

QuikSCAT surface wind data. The analysis shows significant interannual variability in the location of the

captured fetches as documented by QuikSCAT, including a shift in the distribution of captured fetches as-

sociated with ENSO. GDAS surface winds over the ocean are consistently underanalyzed when compared to

QuikSCAT surface winds, despite the fact that satellite observations of ocean surface winds are assimilated.

When theWW3 hindcasts associated withHF cyclones are compared with buoy observations over the eastern

and central North Pacific Ocean, the wave model significantly underestimates the large-swell events.

1. Introduction

Extratropical cyclones producing extreme surface

wind conditions are ubiquitous over the oceans during

winter. Winds with speeds in excess of 20ms21 are ob-

served more than 10% of the time within broad swaths

of the storm tracks located over the western and central

North Pacific, and over the North Atlantic to the north

of 308N (Sampe and Xie 2007). The number of storms

producing hurricane force (HF) winds (speeds greater

than 32.9m s21) is generally greater than 20 per season

over the North Pacific and North Atlantic Oceans to the

north of 308N (e.g., Fig. 1). This number may be greater

than 50 during more-active years (e.g., Von Ahn et al.

2005; Jelenak et al. 2009). Extreme surface wind con-

ditions typically exist over larger areas (Dickinson and

Brown 1996) and over longer periods than in tropical

cyclones (Willis et al. 2004).

These winds in turn influence ocean surface wave

characteristics (Wang and Swail 2001). In particular,

variability in extreme wave conditions is related to

variability in atmospheric circulation patterns (e.g.,

frequency and intensity of extratropical cyclones)

(Izaguirre et al. 2011). From the perspective of in-

dividual cyclones, large ocean waves may form and

propagate over long distances depending on the storm’s

wind speed and fetch characteristics (Jelenak et al. 2009;

Caldwell and Aucan 2007). A fetch has alternatively

been defined as the length or area of open water over

which winds blow in an essentially constant direction. A

captured fetch is a circumstance during which the storm

motion is in the same direction as the fetch, thus keeping

enhanced storm winds over the growing wave field. The

largest wind waves are associated with captured fetches

(Butt et al. 2014). Extremely large waves present an

enormous threat to the safety of all marine operations,

including but not limited to cargo shipping, passenger

cruises, offshore oil platform operations, and search and

rescue missions (Kite-Powell 2011). A combination of

high winds and associated extreme wave conditions may

result in loss of cargo, vessels, and lives. Hurricane force

wind fields can also cause hazardous and destructive

conditions along coastlines thousands of miles away

(Caldwell and Aucan 2007). Accurate estimates of cur-

rent and future wind and sea state conditions are critical

for safe and efficient operations at sea and along coasts.

After the QuikSCAT satellite was launched in June

1999, the resulting surface wind estimates were in-

corporated into GDAS starting in July 2001 (Ebuchi

et al. 2002). QuikSCAT remotely sensed winds are well

behaved in extratropical cyclones because the winds are
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on a scale that is well sampled by satellites and the HF

wind fields tend to cover rain-free or rain-limited envi-

ronments (e.g., Fig. 1). This is in contrast to tropical

cyclones in which the highest winds are in a narrow

band, often obscured by very intense rainfall in the

eyewall. In October 2001, the QuikSCAT data were

made available to the National Oceanic and Atmo-

spheric Administration’s (NOAA) Ocean Prediction

Center (OPC) forecasters, who are responsible for

marine warnings, forecasts, and guidance for maritime

users (Chang et al. 2009). The OPC’s warning bulletins

are required to be received and monitored by all

American commercial vessels of 300 gross tons or

greater operating in the North Atlantic and North

Pacific Oceans’ (to the east of 1608W) high seas and

offshore waters (Jelenak et al. 2009). With its 1800-km-

wide swath, large retrievable wind speed range, and

rapid data delivery, QuikSCAT revolutionized short-

term warning and forecasting over the expansive ocean

area of responsibility covered by the OPC. According to

a study in the fall of 2002, when QuikSCAT winds were

used in the forecast process, the number of marine wind

warnings increased by 30% (Von Ahn et al. 2006). The

warning category of HF was added in December 2000,

once it became clear that QuikSCAT was able to

consistently detect HF conditions. Prior to QuikSCAT,

OPC forecasters relied on infrequent ship observations

in the open ocean with no way to consistently detect or

warn for these HF storms. The current literature on

HF extratropical cyclone climatology is limited to the

studies of VonAhn et al. (2005) and Jelenak et al. (2009).

These studies provide statistics on their distribution,

longevity, deepening rate, central pressure, and the av-

erage wind speed distribution in the cyclones.

At any given time, the Pacific Ocean contains nu-

merous temporally and spatially evolving wave systems

originating from a wide variety of wind-generation

events (Hanson et al. 2009). The waves generated by

these storms can exceed 30m (100 ft) in the open ocean

(Jelenak and Chang 2008). The challenge for numerical

wave models, such as the third-generation wave model

(WAVEWATCH III; hereafter, WW3; Tolman 2002b),

is to estimate and forecast the nonlinear rapid evolution

of the complex ocean wave field. There have been sev-

eral validation studies comparing version 2.22 of the

WW3 to the National Data Buoy Center (NDBC) buoys

of NOAA in the North Pacific Ocean (Tolman 2002b;

Stopa et al. 2011; Rogers et al. 2005; Hanson et al. 2009;

Chawla et al. 2009). In addition, a rolling validation

study is being conducted by NCEP, which currently

covers only the Hawaiian Islands and Alaska within our

study region from 2008 to 2010. The studies are con-

ducted for limited periods and a limited number of

buoys in the Pacific. Most studies validate only the sig-

nificant wave height, except for Hanson et al. (2009) and

Chawla et al. (2009), which also validate the dominant

wave period against buoy data. The study periods range

from a few weeks to 4 years and the longer ones provide

seasonal bias pattern information. All of these studies

showed that the model performs well against observed

data. In Pacific basin hindcasts, WW3 performed better

than third-generation wave prediction model, cycle 4.5

(WAM 4.5), and second-generation wave model, ver-

sion 4c (WAVAD 4c; Hanson et al. 2009). None of these

studies, however, address the wave-generation response

to the hurricane force cyclones specifically, nor the ca-

pability of WW3 to forecast large waves.

The motivation for this study is to draw attention to

and help promotemitigation of the hazard created byHF

extratropical cyclones to marine shipping and coastal

interests. First, the climatology of captured fetches as-

sociated with HF storms was constructed. Second, a

comparison between QuikSCAT wind observations and

GDAS analysis of the winds was performed. Third, the

wave response to these strong storms was documented in

buoy data and compared to WW3 hindcasts.

2. Methodology and data

QuikSCAT data were obtained from Remote Sensing

Systems (RSS; http://www.remss.com/missions/qscat;

Wentz and Smith 1999; Ricciardulli and Wentz 2011).

For this study, the latest version (4) of QuikSCAT data

is used. This version was released in April 2011 after

a complete reprocessing using RSS’s new Geophysical

FIG. 1. QuikSCAT winds on 10 Mar 2008 (shading and

vectors; m s21).
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Model Function (GMF) Ku-2011, which was developed

with special attention to high winds. The QuikSCAT

polar-orbit satellite provides wind measurements over

90% of the earth’s ice-free ocean daily (in 24 h) with

errors of less than 2m s21 in speed and 208 in direction

(Hoffman and Leidner 2005). The 1800-km swath has

a nominal spatial resolution of 0.258 3 0.258 to capture

mesoscale winds (e.g., Fig. 1). Yuan (2004) has shown

that relatively accurate retrievals of extreme winds can

be obtained with this instrument.

In this study, the extent of captured fetches with winds

.18ms21 [35 knots (kt; 1 kt 5 0.51ms21)] were docu-

mented for each of the winter HF extratropical cyclones

that occurred in the North Pacific Ocean over a 6-yr

period (2003–08). Each storm included in this study has

at least one synoptic time during which hurricane force

winds were observed. For this study, a captured fetch is

defined as the open-water area over which the wind

blows in the same direction as the storm system motion

(Bigelow andEdmondson 1947; Butt et al. 2014). A total

of 197 HF storms were tracked, and captured storm

fetches were identified using the QuikSCAT data.

Winds of at least gale force (.34kt or 17.5m s21) can

generate large waves (Bigelow and Edmondson 1947;

Morris and Nelson 1977). Gale force winds coupled with

fetches of 300 nautical miles (n mi; 1 n mi 5 1.852 km)

may generate swells of 8.4m (;28 ft) (Bigelow and

Edmondson 1947).

The fetch extent, indicated by polygons, at each syn-

optic time was objectively determined based on the

presence of wind vectors of at least gale force pointed

within 6108 of the direction of the storm motion. In-

dividual fetches were then superimposed using Adobe

Illustrator. Captured fetches produce larger swells,

other factors being equal, because higher winds continue

to blow over the area of the propagating swell. Wider

fetches result in less angular spreading and, thus, larger

swell propagation (Butt et al. 2014). Gaps between the

fetches either correspond to evolving winds dropping

below the gale wind threshold of 34 kt or missing or

unavailable QuikSCAT data for a particular storm and

a particular synoptic time.

To investigate how El Niño–Southern Oscillation

(ENSO) impacts the distribution of captured fetches in

HF storms, data from an El Niño and a La Niña year
were plotted separately for the period December–
March, when the impact of ENSO on the weather over

the North Pacific Ocean is most pronounced (Chu and

Chen 2005).

In the state of Hawaii, 25 ft (;7.5m) is the threshold

for a high surf warning on the northern shores of the

islands. To estimate the wave response in the Hawaii

surfzone from deep-water significant wave heights and

peak periods, Caldwell and Aucan (2007) developed an

empirical formula for the North Shore of Oahu:

Hb5KrHsP ,

where Hb 5 breaker height, Hs 5 significant wave

height, P5wave period, andKr 5 refraction coefficient

or shoaling factor (per period). In this formula,Hb is the

maximum height of the wave face just prior to breaking

at the coast and provides a convenient gauge of the

coastal hazard of open-ocean swell conditions. The

shoaling factor, or refraction coefficient, in the formula

was empirically derived using directional buoy data

collected just offshore of Waimea Bay and wave-height

estimates made by professional lifeguards at Sunset

Beach, Banzai Pipeline, and Waimea Bay on the North

Shore of Oahu (Caldwell and Aucan 2007). Their anal-

ysis found that the shoaling factor for the North Shore of

Oahu was 0.12 for the surf break Pipeline and generally

0.1 for the North Shore (P. Caldwell 2009, personal

communication). In this study, Caldwell and Aucan’s

approach was adopted with a shoaling factor value of 0.1

applied as an estimate of average bathymetry conditions

over the domain of the study. Scatterplots of observed

versus forecast breaker height and dominant wave pe-

riod were plotted for HF storm cases that began when

the surf-warning threshold conditions with breaker

height of 25 ft (7.5m) were first exceeded at a buoy and

ended when the waves began to diminish.

Buoy observations were obtained from NOAA’s Na-

tional Data Buoy Center (NDBC). Wave spectra from

the NDBC stations are computed hourly from 20-min

records. The buoys included in this study are located off

the coasts of Alaska, Washington, Oregon, California,

and Hawaii and are sufficiently widely distributed to re-

flect effects from a broad range of wave-generating

fetches (Fig. 2). Because wind waves follow great-circle

routes, these routes were used to identify which buoys

would be impacted by the wind waves. The deep-water

wave propagation formula was used to estimate the ar-

rival time of the swell at respective buoys, using WW3

output for the wavelength of the dominant swell.

Additionally, this study accessed data from theGlobal

Data Assimilation System (GDAS) analyses. GDAS

6-hourly wind-velocity data with 18 3 18 grid spacing and
at 6-h intervals are available from NOAA/National

Climatic Data Center (NCDC).

In this study, hindcast data from the global WW3 and

data from theAlaskaWaters (AKW) andEastern North

Pacific (ENP) regional WW3 were used. To drive the

waves, the WW3 requires ice concentration and winds

(including the air–sea temperature difference) as input

fields.Winds from theGDAS analyses, converted to 10-m
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height, are used as input for continuous WW3 hindcasts.

The model predicts waves that are directly generated by

wind from deep to intermediate water, outside the

surfzone. Version 2.22 of WW3, with a resolution of

1.258 3 18, was employed at NCEP to regenerate the

historical data archive used in this study.

3. Results

a. A brief case study

The case study presented in this section documents

the winds and sea state (Figs. 3 and 4) during storm 37 of

the 2006/07 storm season. The storm traveled from Ja-

pan to Alaska, generating large waves at both the Ha-

waii and Alaska coasts. Captured fetches associated

with this storm are highlighted (in red in Fig. 6, de-

scribed in greater detail below). Storm 37 generated the

largest open-ocean waves observed at the Hawaii buoys

during the study period: 7.3m at 0100 UTC 30 January

with a wave period of 14.8 s at buoy 51001 off of Kauai.

The storm also generated a wave that was measured at

12.3m with a dominant wave period of 14.3 s at

2300 UTC 30 January by Alaska buoy 46075. This was

the fourth-largest open-oceanwave throughout the entire

study period and study region as observed by the buoys.

A comparison of thewind field observed byQuikSCAT

to that estimated in the GDAS analysis shows that the

QuikSCAT winds are not accurately reflected in the GFS

initial conditions (Fig. 3). Both the location (;88, too far

to the west) and the magnitude (16ms21, too low) of the

wind maximum have errors in the GDAS analysis. Some

of the wind-velocity discrepancy may be an issue of the

grid spacing of the two datasets, 18 versus 0.258, but the
large location error cannot be explained by this difference

in resolution. In the case of Alaska buoy 46075, the

maximum breaker height was 19.7m, whereas the

breaker height hindcast by WW3 was 12.0m, for an error

of 7.7m (Fig. 4). The kinetic energy imparted by

a breaking wave goes as the square of the wave height.

The results of this case study are consistent with those of

Chelton et al. (2006), who showed that the operational

GDAS considerably underestimated the intensity of an

HF cyclone over the North Pacific on 10 January 2005

(storm 14 of the 2004/05 season).

b. Storm fetch climatology

Maps of captured fetches associated withHF storms from

2003 to 2008 show significant interannual variability spatially

and in number (Figs. 5 and 6). Observations show that HF

extratropical cyclones do not occur during the months of

June–August. There are 21 HF storms in 2003/04 (Fig. 5a),

increasing to 30 storms in 2004/05 (Fig. 5b). In 2005/06, there

is a slight increase with a total of 33 storms (Fig. 5c). During

El Niño year 2006/07 and La Niña year 2007/08, 35 HF
storms were documented between December and March
(Fig. 6). Storms 44 and 45 are shown in Fig. 1.

FIG. 2. NOAA buoy locations and numbers used in this study.

FIG. 3. Wind speed (m s21) at 0600 UTC 29 Jan 2007 when the

fetch of storm 37 was pointing toward Hawaii: (a) observed by

QuikSCAT and (b) from the GDAS analysis. Gray areas in (a)

indicate rain contamination.
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The zone of greatest hazard from a large swell is

represented by the darkest (densest) region on the

maps. The location of the wave hazard zone shifts from

year to year, while the area covered by the wave hazard

expands and shrinks. A clustering of fetches is seen in

the northeastern Pacific in 2003/04 (Fig. 5a). The hazard

zone shifts southeast to the mid-Pacific in 2004/05, and

covers a larger area than in 2003/04. In 2005/06, the

hazard zone shifts westward and is denser than both

previous years (Fig. 5c).

During an El Niño year, the high hazard zone shifts
westward compared to a La Niña year (Fig. 6). In ad-

dition, the hazard zone is denser compared to La Niña,
during which the HF storm fetches are more broadly
distributed. Although the statistical significance of the
observed shift in storm fetches cannot be evaluated with
data from only one ENSO cycle, these results are con-
sistent with the literature on the well-known Pacific–
North American (PNA) teleconnection pattern be-

tween equatorial Pacific sea surface temperature

anomalies and Rossby waves that determine storm

tracks (Horel and Wallace 1981; Seager et al. 2010).

Superimposing all the HF storm fetches during the

period of this study showed that the zone of greatest

captured fetch density encompassed an area from about

308 to 458N and from 1558E to 1908W (Fig. 7a). The result

seen in Fig. 7a is consistent with the distribution of a very

large swell (.12m open-ocean waves) detected by sat-

ellite altimeter data (Fig. 7b) (Cardone et al. 2015).

Most HF storms track in an easterly direction.

Therefore, the majority of captured fetches direct large

swells toward southwestern Alaska, including the

Aleutians, and southeastern Alaska. The Canadian

coast and the Northwest United States also receive

a large fraction of the storm swells. Exceptions occur

when storms adopt a northerly or northwesterly di-

rection of motion during their dissipating stage. It is not

uncommon to have the surface low center begin to track

in an increasingly northerly and then northwesterly di-

rection as the storms occlude. This is in part the result

of forcing by vorticity maxima aloft associated with the

occlusion cloud band (Businger and Reed 1989). As

the surface low center approaches higher pressure to the

north, the pressure gradient on the north side of the low

increases, resulting in enhanced easterly winds.

During El Niño year 2006/07, there are more storms
heading in the southeast direction, extending captured
fetches into the subtropics south of 308N. Both of these

conditions tend to produce large swells for the Hawaiian

Islands (Fig. 6a). The El Niño year also saw more cap-
tured fetches directing swells toward the east coast of the
Russian Federation and the southwestern coast of Alaska.
The width of captured fetches and the distance trav-

eled varied from storm to storm. Some storms traveled

across the entireNorth Pacific before dissipating, such as

storms 37 and 38 of 2006/07, which spun up in the

northwestern Pacific off the eastern coast of Japan and

dissipated in the northeastern Pacific (Fig. 6a). Other

storms traveled a relatively short distance, such as storm

25 off the coast of California (Fig. 6a). Cyclone families

were observed during the study period where the sub-

sequent cyclones tend to follow a track just north of the

preceding cyclone (Bjerknes and Solberg 1922). Storms

36–38 (Fig. 6a) and 47 and 48 (Fig. 6b) are examples of

this phenomenon.

A combination of a long coastline and exposure

makes Alaska the state most prone to hazardous swells

generated by HF extratropical cyclones (Fig. 8). The

total numbers of surf-warning threshold conditions re-

ceived by state are 143 in Alaska, 48 in Washington, 28

inOregon, 46 in California, and 7 inHawaii.Washington

and California are nearly tied for wave impacts. Hawaii,

because of its tropical location and large numbers of

ocean users, suffers a disproportionate number of fa-

talities due to high surf (R. Tanabe, NWSFO Honolulu,

2013, personal communication).

c. Comparison of observed and modeled data

A total of 833 comparisons between QuikSCAT and

GDAS-analyzed wind maxima in captured fetches show

an increased underestimation of the wind speed in the

GDAS analyses with increased wind speed (Fig. 9). As

pointed out previously, some of the difference may be

because of the larger grid spacing in the GDAS analyses

than in theQuikSCATdata (18 versus 0.258).However, the

FIG. 4. Evolution of wave-height conditions for storm 37 (2007)

as observed by buoy 46075 on the Alaska coast and as forecast

by WW3 from initial conditions at 1200 UTC 30 Jan. In the plot,

time 5 1 h is 1200 UTC 30 Jan, and time 5 13 h is 0000 UTC

1 Feb.
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resolution difference does not explain all of the discrep-

ancy, and it is suggested that some of the discrepancy is

because of a low bias in the GDAS analysis, especially at

higher winds speeds. The nonlinear impact of wind forcing

on the sea surface amplifies the error in the generation of

wind waves (Businger and Businger 2001).

A case study analysis of WW3 (not shown) and pre-

vious research shows that wave steepness is greatest in

the core of the fetches and greater than the damage

threshold for ships (0.03) (Toffoli et al. 2005). A total of

278 threshold-exceeding cases were identified based on

buoy data. A comparison between WW3 hindcasts and

buoy observations of breaker height and dominant wave

period shows that the model underestimates both for

larger swells (Fig. 10). TheWW3 tends to underestimate

Hb after approximately 6m (Fig. 10a). There are a few

cases where the difference between the WW3 output

and observations suggests that the model hindcast missed

the swell completely. This could be the result of poorwind

strength and/or wind direction data in the GDAS initial

conditions passed toWW3. The linear fit for waves larger

than 6m indicates that the larger the wave, the greater the

WW3’s tendency to underestimate wave height. Similar

observations hold true in the case of dominant or peak

FIG. 5. Captured fetches (gray polygons) determined for the HF extratropical cyclones for the storm season from

September to May (a) 2003/04, (b) 2004/05, and (c) 2005/06. Numbers give the chronological order (within each

season) of the storm that produced the fetch and are plotted at the end of the fetch toward which the wind is blowing.

Note that captured fetchesmay be found formultiple synoptic times for a single storm, with breaks between polygons

indicating changing wind direction or data gaps.
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wave periods (Fig. 10b). Above ;9 s, WW3 increasingly

underestimates the wave period.

4. Conclusions and discussion

The goal of this study was to better understand the re-

lationship between HF winds in extratropical cyclones

documented by QuikSCAT and the resulting open-ocean

and coastal hazards. The study verifies that extreme sur-

face winds produced by extratropical cyclones are fre-

quently observed over the oceans during winter. Their

occurrence is often accompanied by extreme wave condi-

tions, representing a major threat to the safety of marine

operations and coastal communities. Therefore, the crucial

challenge is to produce accurate guidance on the likeli-

hood and characteristics of severe sea state conditions.

Therefore, it is noteworthy that production of accurate

guidance on the likelihood and characteristics of severe sea

state conditions remains a challenge. This is due in part to

inadequacies in the operational analyses of ocean surface

wind conditions in these extreme storms. In particular,

analyses from NCEP are characterized by a substantial

underestimation of surfacewinds in intense storms, despite

the fact that satellite observations of ocean surface winds

are assimilated. Because of the underestimation of ex-

treme surface wind fields, dangerous wave events are also

underestimated. Part of the challenge is that assimilation

systems are currently unable to assimilate surface obser-

vations strongly in regionswith fewupper-air observations.

a. Conclusions

d Case studies and statistical analysis suggest that the

GDAS wind analyses underestimate the strength of

the winds in HF storms when compared to QuikSCAT

satellite wind observations, with the error increasing

with increasing wind speed.
d NOAA buoy observations show that the WW3 under-

forecasts large wave events over the North Pacific

Ocean, consistent with the underanalyzed winds.
d Maps of captured storm fetches document the areal

extent of greatest hazard and the degree of interan-

nual variability.
d The composite map of captured fetch hazard is

consistent with the satellite altimeter analysis of large

wave events (Cardone et al. 2015).
d TheWW3 wave steepness is greatest in the core of the

captured fetches and exceeds the steepness threshold

of 0.03 associated with damage for ships.
d The results of this study suggest that a QuikSCAT-

type instrument represents an important resource for

surface wind data.

FIG. 6. Captured fetches determined for the part of the storm season fromDecember to March (a) 2006/07 during

an El Niño event and (b) 2007/08 during a LaNiña event. See the Fig. 5 caption for an explanation of the plot. Fetches
outlined in red are associated with storm 37, whose buoy wave heights are shown in Fig. 4.
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b. Discussion

In operational wave forecast systems, inaccuracy inwind

forcing is the dominant source of error (Tolman 2002a;

Rogers et al. 2005; Hanson et al. 2009).When investigating

wave-height bias, the driving winds should first be exam-

ined (Hanson et al. 2009). Stopa et al. (2011) attributed the

underestimated wind waves at the Hawaii buoys to the

weaker modeled winds. A winter case study conducted by

Rogers et al. (2005) over the northeastern Pacific Ocean

FIG. 7. (a) Superimposed captured fetches for all the winter HF extratropical cyclones between January 2003 and

May 2008. Darker shades of gray imply more overlapping fetches. (b) Distribution of$12m significant wave-height

events as measured by satellite altimeters. [Adapted from Cardone et al. (2015).]

FIG. 8. The number of times each buoy’s data exceeded surf-warning threshold conditions

between 2003 and 2008 (see text for additional explanation). The location of the buoy is given

by the U.S. state, where A5Alaska, W5Washington, O5Oregon, C5 California, and H5
Hawaii. Buoys are ordered, based on their geographical coordinates, in a clockwise sense about

a point in the center of Fig. 2.
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showed that blending QuikSCAT winds in the hindcast

process notably reduced the model significant wave-height

bias. As WW3 is forced with assimilated surface winds

from GDAS, under- or overestimated wind input will

cause under- or overforecasting of wind waves. Chelton

et al. (2006) showed that the QuikSCAT is underutilized

by the NCEP GDAS.

In the case study of the 29 January 2007 storm over the

North Pacific, GDAS considerably underestimated the

intensity of the cyclone. At 0600 UTC, the maximum

wind predicted in GDAS was 24ms21 while the maxi-

mum wind speed measured by the satellite was 40ms21,

a large error of 16m s21. The GDAS analysis showed

only gale force winds, while the winds were at hurricane

force in the QuikSCAT observations. The large un-

derestimation in the analysis is despite the fact that

QuikSCAT data were assimilated in the model. This

leads to the conclusion that the tendency of WW3 to

underestimate large waves shown in the results can be

attributed in part to the fact that the QuikSCAT winds

were not assimilated well enough, and that the current

lack of QuikSCAT data could possibly lead to even

larger present-day biases in wind-wave prediction. Data

from the Advanced Scatterometer (ASCAT), which are

less affected by rain (C band versus Ku band), are being

assimilated but the spatial coverage is not as good as that

of QuikSCAT (Figa-Saldaña et al. 2002). It should be

noted that the assimilation of surface winds over the

open ocean is made more challenging by the lack of in

situ upper-air data in these same areas.

Underforecast storm winds also pose a significant

problem for coastal areas when HF storms make land-

fall, producing significant coastal flooding and wide-

spread power outages (McMurdie and Mass 2004;

Chang et al. 2009). The Pacific Northwest is a region

particularly vulnerable to strong cyclone-based wind-

storms because of its unique vegetation and terrain

(Mass and Dotson 2010). The December 2006 Hanukkah

Eve HF extratropical cyclone destroyed thousands of

acres of trees, knocked out power for ;1.5 million

customers, damaged hundreds of structures and homes,

and injured dozens of people in the U.S. Pacific North-

west and British Columbia, Canada (Chang et al. 2009).

The storm produced the most damaging winds since

1962, with winds gusting to 40–45m s21 along the coast

leading to the fatalities of at least 13 people, highlighting

the need for accurate ocean observations and model

forecasts (Mass and Dotson 2010).

Analysis of a global ship accident database by Toffoli

et al. (2005) using wave model hindcast results revealed

that three out of five cases occurred during sea states

characterized by wave steepness between 0.03 and 0.045,

and two out of three incidents occurred during a sea

state with significant wave height lower than 4m. Max-

imum wave steepness values observed during the storm

development in the case study presented here were

consistently higher than those estimated for the ship

accidents. The same holds true for wave height, which

suggests that sea states in the North Pacific Ocean under

conditions of HF extratropical cyclones pose a tangible

FIG. 9. Comparison of the QuikSCAT and GDAS-analyzed wind maxima between 2003 and

2008.
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threat to maritime safety. Steeper seas yield dangerous

dynamic impacts to ship motion, such as slamming

(Toffoli et al. 2005). Synchronous shipmotion (pitch and

roll), which is likely even in moderately high waves, can

be extremely hazardous for container ships (Hua and

Wang 2001).When the roll period of the ship is the same

as that of the wave, the ship’s rollingmotion can build up

to a large amplitude in a few wave periods, a phenome-

non known as excited roll motion. All of these issues

make the accurate forecasting of wave height and wave

period by wind-wave models such as WW3 critical for

maritime safety.

The storm fetch climatology presented here suggests

where the greatest occurrence of hazardous large swell is

concentrated and how the pattern varies from year to

year and during the ENSO cycle. Cyclone families were

repeatedly observed in the fetch climatology period.

These families have considerable implications for

marine safety. Serial temporal clustering of extra-

tropical cyclones, a mechanism that can be explained by

cyclone families, was a major cause of insured marine

losses in the North Atlantic (Mailier et al. 2006).

The results of the WW3 validation study indicate that

the model significantly underestimates large waves and

long-wave periods. This result does not match the find-

ings by other validation studies where the model per-

formed well against buoy observations (Tolman 2002a;

Stopa et al. 2011; Rogers et al. 2005; Chawla et al. 2009).

Chawla et al. (2009) showed that the sign of the signifi-

cant wave-height bias in the WW3 model depended on

whether the compared waves were in the wind-seas

(waves under the influence of winds), young swell, or

mature swell phase. The model displayed an overall

tendency to overestimate wave heights over the north-

eastern Pacific, a swell-dominated area, which was not

the case in our findings, presumably because our study is

focused on the strongest wind events. Chawla et al.

(2009) also showed that the model does a slightly better

job at predicting wave period than wave heights, while

the opposite held true in our findings. Tolman (2002a)

evaluated the effects of model changes from WW3

versions 1.18–2.22 and showed that incorporating sub-

grids to resolve islands had a significant impact in the

model’s forecasting ability in Alaska and Hawaii, be-

cause of the model’s ability to more accurately capture

shadowing and refraction of waves by islands. Overall,

the model underestimated the significant wave heights

in the global run when subgrids were incorporated,

a trend observed in the results presented here.

Although operational wave modeling has been suc-

cessful overall in the past decades, there are many un-

resolved scientific issues pertaining to wave forecasting

(Tolman 2008). Wind-wave propagation in deep water

over large distances is complicated by a phenomenon

known as the garden sprinkler effect (GSE). GSE occurs

because spectral resolution in direction is sufficiently

coarse so that spatial propagation of discrete directions

results in discrete disintegration of a swell field that

should be continuous (Booij and Holthuijsen 1987).

Therefore, spatial propagation is a difficult process to

model numerically, and althoughGSE can be alleviated,

it is not yet truly solved. Inaccuracies that occur during

swell dispersion can be significant in WW3 (Rogers et al.

2005). Inaccuracy in the spectral distribution of low-

frequency wave energy leads to inaccuracies as the low-

frequency wind sea (waves still under the influence of

winds) disperses as a swell. While the total energy of

wind-seas wave height is well predicted by the model

physics, when given accurate forcing, the frequency and in

particular the directional distribution of wave spectra

have not been extensively validated. Chawla et al. (2009)

FIG. 10. Comparison of WW3-estimated and buoy-observed

(a) Hb and (b) dominant wave period for all HF storms between

2003 and 2008. Regression value and equation are shown in Fig. 9.
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also speculated that underpredicting wave growth in the

wind seas leads to underprediction of swells.

The science of modeling wave physics is less de-

veloped than modeling wave propagation (Tolman

2008). The basic physics package in a wave model con-

sists of the deep-water input (e.g., winds), nonlinear in-

teractions, and dissipation or white capping. Hanson

et al. (2009) suspect that the dissipation term, wave–

wave interaction, and atmospheric drag coefficient as

part of thewind input source term are likely contributors

to swell height error and that significant model im-

provements are not possible until these terms are im-

proved. Chawla et al. (2009) point out the inability of

WW3 to dissipate the energy fast enough once it is

transferred to the swell from wind seas.

c. Future work

The results of this study suggest that there is an op-

portunity to improve GDAS and WW3 model perfor-

mance associated with HF cyclones. Because the

production of wind retrievals from QuikSCAT ended on

19 November 2009, ocean wind-vector products now rely

on the more recent microwave scatterometers, including

Satellite for the Ocean-2 (OceanSat-2) Scanning Scatter-

ometer (OSCAT), Ku band (Chakraborty et al. 2013),

ASCAT-A and -B C-band (Figa-Saldaña et al. 2002), and
theWindSat polarimetric radiometer (Gaiser et al. 2004).

In addition, the International Space Station (ISS) Rapid

Scatterometer instrument, which is essentially a replica of

the QuikSCAT instrument, is currently flying aboard the

ISS to measure the earth’s ocean surface wind speed and

direction. The inclination of the orbit of the ISS is 51.68;
therefore, the coverage is not global. Given these satellite

resources, there is an opportunity to further investigate

the performance of the GFS and WW3 models utilizing

data from these instruments. A significant effort is war-

ranted to improve the assimilation of satellite-derived

surface winds into operational NWP models, with the

resulting improvement in wind forcing available for

global wave prediction models.
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