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A B S T R A C T

Three phase-resolving weakly dispersive wave models are used for 2DH (2D depth-integrated) computations of 
large-scale wave-by-wave processes induced by highly energetic sea/swell (SS) forcing near Haleʻiwa on the 
North Shore of Oʻahu, Hawaiʻi. The computed model results are compared to observations obtained over a 
nearshore cross-reef transect and from the basin of a small boat harbor. The level of agreement between the 
model results and observations in complex coastal environments under highly energetic wave forcing, along with 
the qualitative consistency among the three models, makes these models good candidates for operational ap
plications in nearshore environments exposed to energetic wave forcing conditions.

Spectral analyses inside the harbor and over the reef indicate that all three models generally account for 
infragravity (IG) spatial modal structures that are consistent with observations and the theory of edge and leaky 
waves. Over the reef, auto- and cross-spectral analyses reveal that the dominant waveforms are qualitatively 
reproduced by all three models, as indicated through: (i) the growth of IG wave amplitudes from deeper water to 
the shallow reef sites; (ii) the agreement of power spectral density peaks at the nearshore locations; and (iii) the 
remarkable similarity of spatial coherence functions among the models and between the models and observa
tions. The computations of swell entering the small boat harbor at Haleʻiwa demonstrate that the models can 
successfully reproduce the variability in the narrow IG frequency bands that are spatially dependent and often 
subject to resonant amplifications.

1. Introduction

To adequately address coastal risks such as wave-driven run-up and 
flooding, many researchers have been turning to use powerful numerical 
models that can resolve various wave processes, such as: refraction, 
diffraction, and wave-wave interactions. Phase-resolving models are 
becoming a popular choice for many applications, though their use in 
one-dimensional mode along a cross-shore transect is still common 
practice to minimize computation times. As part of the recent develop
ment of wave-driven run-up and flood mapping products for a large 

stretch of coastline in Hawaiʻi, a phase-resolving model (BOSZ; Roeber 
and Cheung, 2012) was used in two-dimensional mode under highly 
energetic incident wave conditions over a large computational domain. 
Since there are other phase-resolving models in use by the scientific and 
engineering communities, it was decided to assess the BOSZ model 
against two of the most commonly used phase-resolving models: FUN
WAVE (Shi et al., 2012) and XBeach-NH (Roelvink et al., 2009), and 
examine the performance of the three models against each other and 
against observations. Even though these models share many similarities, 
it is not guaranteed to the user that they will produce results that are 
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consistent with realistic ocean observations. Furthermore, there are not 
many studies that have used these models under very high wave 
amplitude conditions.

In recent decades, numerous phase-resolving models were developed 
and became available to the community. Some are commercially mar
keted (e.g., MIKE21), while others are available as open source or 
distributed among a user community (e.g., XBeach, BOSZ, FUNWAVE, 
SWASH, REEF3D). Although these models may vary in their formula
tions and governing equations - some are non-hydrostatic, whereas 
others are of Boussinesq-type - they all keep track of the evolution of 
individual waves and the relative phases among them, and resolve the 
evolution of infragravity (IG) wave fields as secondary processes via 
non-linear triad interactions and wave breaking.

The three phase-resolving models that are examined here: XBeach- 
NH, FUNWAVE, and BOSZ, have been used previously in multiple 
studies and application-oriented projects before and have led to scien
tifically valid results as documented in various publications. These 
models share several common features such as the fundamental subset of 
Shallow Water Equations, wet–dry moving boundaries, as well as a wave 
generation mechanism that depends on the superposition of individual 
monochromatic waves with a random phase.

The Xbeach model is well-known and is mostly applied in its classic 
“surfbeat” mode (Roelvink et al., 2009), where the wave input is the 
envelope of the wave group rather than the full free-surface timeseries of 
irregular waves. Xbeach-NH (Smit et al., 2010) is a phase-resolving, 
depth-integrated non-hydrostatic model, which obtains its 
non-hydrostatic pressure correction from an approximation of the ver
tical velocity. This model is therefore similar to a one-layer version of 
the SWASH model (Zijlema et al., 2011) or to the well-established 
tsunami model NEOWAVE (Yamazaki et al., 2011). Xbeach-NH has 
been mainly used for wave runup and its associated sediment transport 
(e.g. Roelvink et al., 2018; Mancini et al., 2021; Elsayed et al., 2022). 
Recent applications also include wave patterns from ship wakes 
(Almström et al., 2021). Xbeach-NH+ (de Ridder et al., 2021) is a recent 
extension of Xbeach-NH, with slightly improved dispersion properties; 
however, due to the recent development, the standard Xbeach-NH code 
is used in this study.

FUNWAVE-TVD is a phase-resolving, depth-integrated Boussinesq- 
type model based on the governing equations from Chen, (2006) - an 
extension of the more basic set of equations by Nwogu (1993), which is 
also an option in the model. FUNWAVE-TVD uses the conservative form 
of the governing equations and benefits from MPI parallelization. The 
model has been extensively applied to explain nearshore wave charac
teristics. The model has served to analyze various tsunami-related pro
cesses (see Grilli et al., 2015a; Grilli et al., 2015b; Shelby et al., 2016; 
Schnyder et al., 2016) and longshore currents at open beaches (Choi 
et al., 2015). The model was extended to handle ship-born waves in 
waterways (Shi et al., 2018; Malej et al., 2019) and sediment transport 
under tsunamis (Tehranirad et al., 2016). Recent efforts by Su and Ma 
(2018), and Su et al. (2021), show that the model is able to reproduce IG 
wave motion over a complex reef.

The BOSZ numerical modeling tool (Roeber et al., 2010; Roeber and 
Cheung, 2012b) is a phase-resolving, depth-integrated, Boussinesq-type 
model based on the set of equations from Nwogu (1993), though 
expressed in conservative form. The numerical scheme offers two op
tions for the hydrostatic part of the equation: the classic HLL Riemann 
solver or a second-order upwind flux scheme, whereas the dispersion 
terms are solved with a second-order central Finite Difference scheme. 
Previous studies using BOSZ include tsunamis and long waves (Horillo 
et al., 2015; Lynett et al., 2017; Roeber and Cheung, 2012a; Morichon 
et al., 2021), harbor oscillations (Azouri et al., 2018; Bellafont et al., 
2018), nearshore wave transformations (Li et al., 2014; Filipot et al., 
2019; Varing et al., 2021; David et al., 2021), high-resolution wave 
run-up (Pinault et al., 2020, 2022; Kalisch et al., 2023) and extreme 
IG-waves (Roeber and Bricker, 2015). The model has also been extended 
with transport equations for boulders and sediment and successfully 

applied to reconstruct past catastrophic events (see Watanabe et al., 
2021; Watanabe et al., 2022). Additional source terms are available to 
account for the effects of ship-borne waves (David et al., 2017). 
Recently, the model was employed for an investigation of dependencies 
of vortex patterns in the surf zone (Bondehagen et al., 2024).

The user’s preference to utilize a particular model depends on the 
applicability of the model to a site-specific hydrodynamic problem. The 
advantage of using phase-resolving models for nearshore wave processes 
(as opposed to spectral models) is that they resolve the interaction of 
multiple single waves among each other and with the bathymetry. This 
results in energy transfer processes between gravity and IG waves 
leading to a realistic representation of the nearshore wave field 
including run-up and circulation.

Although inter-model comparison studies have been conducted in 
the coastal engineering community (e.g., Gruwez et al., 2020; Lashley 
et al., 2020), the studies were mostly carried out with models of different 
types (e.g. 3D vs. 2DH vs. spectral) and for problems involving wave 
structure interactions.

In this study, three depth-integrated models of similar applicability 
are investigated for their level of consistency with respect to nearshore 
wave processes, excluding run-up and overtopping. Hereby, the per
formance of these models is tested using large 2D domains in combi
nation with energetic sea/swell (SS) forcing conditions in two types of 
systems several kilometers apart: (i) a fringing reef; and (ii) a harbor. 
Energetic SS forcing events trigger a response at all IG frequencies (e.g., 
see Figures 2.12-2.14 in Azouri, 2016). Forcing the models with such 
energetic input allows for analyses of the underlying physics, as it 
pushes the models to generate large amplitude responses from nonlinear 
interactions. Over the fringing reef, the strong response at IG frequencies 
can lead to a broad range of IG wavenumbers (e.g., for edge waves, 
several wavenumbers can exist for a given frequency). In the harbor, 
which is an enclosed basin, we expect to see specific structures with 
particular frequencies that correspond to the normal modes of the basin 
(e.g., see Figure 2.9 in Azouri, 2016). Also, during time periods of strong 
SS forcing the observed coastal response has energetics that exceeds 
responses from other possible sources. This is important, since in the 
ocean other sources of energy, such as internal waves, open ocean IG 
waves, etc., could complicate the interpretation of the results. With 
strong enough SS, the energy and associated spectral signatures of these 
alternative sources may be ignored.

The response of the harbor and the coast to varying levels of SS 
forcing amplitudes was studied by Azouri (2016) (e.g., see figures 2.7 
and 2.12-2.14). This study revealed that naturally resonant modes in this 
domain (harbor or coastal) are more apparent under weak SS forcing 
amplitudes, whereas strong SS forcing levels push a broad IG band to 
high amplitudes and the character of the response is a saturated spec
trum without specific resonant frequencies. The exception is the 
response of the 1–6 min IG band inside the harbor that retains its modal 
character in a wide range of SS forcing conditions.

Analyses of the model outputs from the present study are compared 
with data collected from sites on the North Shore of Oʻahu. The models 
were set up in the most consistent way possible, i.e., identical boundary 
conditions such as the bathymetry grid, wave spectra, friction, etc., to 
ensure that any discrepancies we find can be attributed to differences of 
the dynamics rendered among the models.

2. Model setup

The two main boundary conditions that these models require are: (i) 
bathymetry and topography datasets (preferably of high resolution); and 
(ii) a directional spectra for the wavemaker.

2.1. Computational grids and domains

The main results presented here are from simulations using a 12.2 
km (alongshore) x 10.2 km (cross-shore) domain (hereafter, called the 
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large domain) stretching from Mokuleia to Laniakea, with a grid reso
lution of 7 m × 7 m (see Fig. 1). This particular grid resolution is a 
compromise between sufficiently high resolution to achieve converging 
results - especially in narrow parts of Haleʻiwa Harbor that are on the 
order of tens of meters - and the need for a reasonable turnaround time 
of the computations given the suite of runs necessary and the compu
tational resources available. Additional testing of coarser and finer grid 
resolutions was done by Tognacchini (2022).

Additional scenarios are described in the sensitivity analysis of sec
tion 4. Details about the wave events that were simulated, their wave 
statistics, and the corresponding modeling setup, are provided in 
Table 1. Tide levels were obtained from Haleʻiwa Harbor tide gauge. The 
results from the additional modeling scenarios are shown for one model 
at selected representative sites.

2.2. Boundary conditions

2.2.1. Bottom boundary: bathymetry/topography
Three different datasets were blended to create bathy/topo files for 

the model domains. The datasets are: (i) 50 m resolution Multibeam, for 
the offshore region (collected by the Hawai’i Mapping Research Group; 

http://www.soest.hawaii.edu/HMRG/multibeam/index.php); (ii) 5 m 
resolution Lidar for the coastal region (from USACE’s 2013 survey; 
https://coast.noaa.gov/dataviewer/#/); and (iii) 3 m resolution 
hydrosound for Haleʻiwa Harbor (Portland District Corps of Engineers, 
2009). The maximum depth was set to 80 m.

2.2.2. Side boundaries
In the XBeach (XB) model, a weakly-reflective wave and flow con

dition is imposed to minimize reflections from the offshore boundary, 
and Neumann condition (setting the longshore gradient to zero) at the 
lateral boundaries (Roelvink et al., 2009). In BOSZ (BZ) and FUNWAVE 
(FW), a sponge layer is applied at all open ocean boundaries (offshore 
and lateral; Larsen and Dancy, 1983). The sponge layer damps out the 
amplitude of outgoing waves, therefore minimizing the potential of 
wave reflections from the domain boundaries. BOSZ takes the peak 
wavelength as reference for the width of the sponge layer. For instance, 
for a 15 s wave (having a wavelength of ~330 m at 80 m depth), the 
sponge layer will extend over approximately 48 cells in the cross-shore. 
It is worth noting that the width of the sponge layer is not absolutely 
critical; reasonable absorption can be achieved even with a small 
number of cells (Larsen and Dancy, 1983).

Fig. 1. Bathymetry map including the boundaries of our computational domain on the north shore of Oʻahu Island, Hawaiʻi. The red star indicates the location of the 
Waimea Buoy, where the directional input spectra for the models were taken from. The red diamond symbols indicate locations where observational data were 
available over the reef at Mokuleia (1–3 correspond to Mok1-Mok3 sites in the text), and the nearby red circles are the locations of our alongshore virtual array. 
Locations of sea level observations from Haleʻiwa Harbor are shown in the following figure. This domain was used for simulations 1–4 (see Table 1) of all 
three models.
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2.3. Wavemaker

For a given simulation, all three models are forced with a directional 
spectra near the offshore-most boundary of the domain in 80 m depth. 
The directional spectra for the Waimea Buoy (North Shore of Oʻahu, 
Hawaiʻi) are obtained from PacIOOS Waimea Datawell Directional 
Waverider Mark III buoy (Coastal Data Information Program CDIP, 
McManus et al., 2001), for two highly energetic SS forcing events, 
during which bottom pressure records were available over the reef or 
inside Haleʻiwa Harbor. These events are: (i) January 13, 2008 (Hs,max =

6.1 m, Tp = 18.2 s, Dp = 310 deg), during which data was available at the 
three reef sites in Mokuleia,;and (ii) January 23, 2014 (Hs,max = 7.4 m, 
Tp = 15.4 s, Dp = 315 deg), during which data was available at several 
sites inside Haleʻiwa Harbor.

Since the governing equations in most phase-resolving models apply 
to long and intermediate waves, it is advisable to avoid the generation of 
short input waves. As a safe guideline, the shortest generated input wave 
should not exceed kh = π (i.e., L min = 2h). Shorter input waves would 
be subject to progressively larger errors in phase speed. In the present 
case with a maximum depth of 80 m in the bathymetry grid, the fre
quencies that correspond to wavelengths shorter than 160 m are 
excluded from the original directional spectrum input and the energy 
corresponding to the high frequency tail of the spectrum is redistributed 
over the remaining frequency bins (Roeber et al., 2019). From linear 
wave theory, the resulting frequency cutoff is about 0.1 Hz (or, T = 10 s). 
With peak periods of the two swells corresponding to 18.2 s and 15.4 s, 
only little energy remains in frequencies above 0.1 Hz; therefore the 
overall spectral shape is maintained, which is necessary to preserve the 
fundamental properties of the swells such as wave group formation and 
subsequent shoaling and refraction processes.

All of the results presented here are based on the computed wave 
fields from a 4-hr time series. Though the input wave spectrum remains 
constant and a saturated wave field is noticeable after 20–30 min, long 
computations allow for accurate modeling of longer IG period waves (T 
> 10 min). Additionally, longer periods of computations provide larger 
windows for the coherence analysis. The first half hour of the compu
tation is allocated for the development of a saturated sea state and 
therefore excluded from the data analyses. The input wave spectrum 
obtained from the CDIP buoy contains a bi-linear frequency binning of 
df = 0.005 Hz below 0.1 Hz and df = 0.01 Hz above the frequency of 0.1 
Hz. With each frequency bin representing a linear wave with a random 
phase, a time series from all waves in the spectrum would recycle after 
1/(0.005 Hz), i.e. after 200 s. This process would lead to artificial wave 
groups and false representation of IG-waves nearshore. It is therefore 
important to redefine the spectral binning according to the computed 
time span so that all individual waves generated by the wavemaker 
interact once with each other during the computation and no recycling 
occurs. A 4-hr computed time consequently requires a very small fre
quency binning of df = 1/(4 hr) = 0.00007 Hz. With the lowest fre
quency of the wave spectrum at 0.025 Hz and the truncation of the high 
frequency tail at 0.1 Hz, the remaining spectrum is divided into 1072 
uniformly-spaced frequency bins. The directional window was limited to 
40 deg on either side of the peak direction with a directional binning of 2 

deg. The interpolated input spectrum is consequently composed of 
43952 individual wave components (1072 frequency bins and 41 
directional bins) each with a pre-assigned random phase. The seed for 
the random phase distribution was kept constant to ensure repeatability 
of the computations.

This preprocessing technique is not part of the FUNWAVE code. 
Therefore, the pre-processed input from BOSZ was directly used in 
FUNWAVE to ensure consistency in the computations. In XBeach, the 
pre-processing stage is done internally and cannot be controlled by the 
user. Coincidentally, the XBeach model relies on a hard-coded trunca
tion of the shortest input wave at kh = π, which lead to the same fre
quency range as in FUNWAVE and BOSZ. However, the phase 
distribution is likely different. Though it was shown by Roeber and 
Bricker (2015) and Pinault et al. (2020) that the phase seeding can have 
an impact on run-up and overtopping, the wave phases usually do not 
significantly affect the overall wave field as long as the solution is ob
tained over a sufficiently long period of time, implying that the wave
maker generates a large number of individual waves. The more a time 
series is composed of many waves, the less a single wave contributes to 
the overall spectral composition and integrated properties such as wave 
set-up.

2.4. Friction

Friction is enabled in all three models in terms of the Manning 
Roughness coefficient, using a constant value of n = 0.035 sm− 1/3, a 
value that was experimentally determined to be representative for the 
lava reef bottom commonly found in Hawaiʻi (Bretschneider et al., 
1986). Numerous studies have used this particular value in Hawaiʻi and 
confirmed that this coefficient value represents the volcanic reef envi
ronment as the one found on the North Shore of Oʻahu, Hawaiʻi (e.g., 
Roeber and Cheung, 2012b; Cheung et al., 2013).

2.5. Limitations

It is important to acknowledge that the Waimea Buoy, which pro
vides the source for the input spectrum of the wavemaker in the 
respective models, is located just outside the model domain, and its data 
is recorded at a water depth of 200 m. In contrast, the offshore water 
depth in the model grid is limited to 80 m to avoid violating the 
dispersion properties inherent in the models, as discussed earlier. These 
issues were identified early in the validation process, and carefully 
assessed in terms of their impact on the computed results.

At the Waimea Buoy’s depth of 200 m, incoming swell undergoes 
minimal shoaling. According to linear wave theory, for a wave with a 
peak period of 18 s, the shoaling coefficient is approximately 0.975. This 
value reflects the fact that the shoaling coefficient initially drops below 
unity before increasing rapidly in shallower waters. At 80 m depth, 
however, the shoaling coefficient is 0.913. The input spectra therefore 
do not fully account for the shoaling effect between 200 m and 80 m 
depth, which in turn has the effect of a slightly exaggerated input wave 
field. Preliminary tests that reduced the overall spectral energy by 8–9% 
produced closer agreement with the observed data across all models.

Table 1 
Summary of the wave statistics used for the events that were simulated with their corresponding model parameters. From left to right, the columns are: (i) simulation #; 
(ii) time from the center of the window for the directional spectra file that was used as input to the models; (iii) duration of the model run; (iv) alongshore and cross- 
shore extent of the computational domain; (v) resolution of the bathymetry grid; (vi) significant wave height of the swell event; (vii) peak period of the swell event; 
(viii) peak direction of the swell event; and (ix) the mean tide level for Haleʻiwa Harbor location (obtained from Haleʻiwa Harbor tide gauge) at the center of the 4-h 
simulation window. In all simulations with the three models we use kh = π as a condition to limit the shortest waves included in the input to the models.

Simulation Event [GMT] Simulation Duration [hr] Domain [km x km] Grid Res [m x m] Hs [m] Tp [sec] Dp [deg] Mean Tide Level [m]

1 2014/01/23, 06:55 4 12.2 × 10.2 7 × 7 7.4 15.4 315 0.04
2 2008/01/13, 22:40 4 12.2 × 10.2 7 × 7 6.1 18.2 310 − 0.13
3 2008/01/13, 22:40 4 12.2 × 10.2 14 × 14 6.1 18.2 310 − 0.13
4 2008/01/13, 22:40 4 12.2 × 10.2 21 × 21 6.1 18.2 310 − 0.13
5 2014/01/23, 06:55 4 1.9 × 3.9 7 × 7 7.4 15.4 315 0.04
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We also explored the use of a spatially-varying suite of input spectra, 
however, this feature was unavailable in the version of FUNWAVE used 
for this study. As part of the investigation of the sensitivity of the results 
on the wave input, we recalculated one of the swell scenarios using the 
spectral models WaveWATCH III and SWAN, and extracted an array of 
spectra along the offshore boundary of the model domain to obtain 
spatially varying input spectra. The wavefield in both 200 m and 80 m 
depth was relatively homogeneous, and no significant improvement was 
observed at the pressure sensor locations that could have been attributed 
to small spatial variations in the composition of the input spectra.

Despite these findings, this study intentionally refrains from adjust
ing the input spectrum or utilizing auxiliary models, as these measures 
would introduce additional uncertainty. In practice, an ideal input 
spectrum is often unavailable. The objective here is not to fine-tune 
parameters to achieve the closest possible match to the observed data, 
but rather to demonstrate how the selected suite of models performs as 
an ensemble under commonly encountered constraints and to provide a 
broader understanding of what can be reasonably expected from this 
family of models under realistic conditions. By prioritizing robustness 
and general applicability over precision through questionable parameter 
adjustment, the results below offer insights that are more broadly 

applicable to the modeling community.

3. Datasets & analysis methods

3.1. Datasets

Bottom mounted pressure sensors were deployed in a cross-shore 
transect at Mokuleia reef during the 2007–2008 winter swell season. 
The sensors sampled at 1 Hz and the free-surface elevation estimates 
were obtained from the pressure records using linear wave theory (the 
data were collected by M. Merrifield and J. Becker; quality assessment 
was provided by Azouri, 2016). The deployment sensor depths were 2 
m, 6 m, and 12 m (see sites 1-3 in Fig. 1) respectively. The Mokuleia raw 
pressure data and the free-surface elevation estimates from January 13, 
2008 used in this study can be provided upon request. For the harbor, we 
use bottom pressure records that were collected at several locations 
inside the harbor (data records between Nov 28, 2013 and May 22, 
2014; Azouri, 2016). Results for harbor sites 1 & 4 are shown here, and 
their location inside the harbor is shown in Fig. 2. The sampling period 
in the harbor was different at each site, ranging from 3 s to 14 s, with 
different averaging intervals in between samples. For the numerical 

Fig. 2. Bathymetry map of Haleʻiwa Harbor. Red diamond symbols indicate sites Hale1 and Hale4 where sea level observations were available. Depth contours are 
plotted at 0.5 m intervals.
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model outputs, at each of the above observational sites we placed virtual 
gauges in the models and sampled the free surface output at 1 Hz. Model 
output was also recorded from six sites forming a 550 m-long alongshore 
array positioned 30 m from shore and centered ~900 m east from the 
observational Mokuleia cross-shore array. Edge waves, which appear to 
dominate the nearshore IG wavefield, have a nearshore maxima and for 
most of the period bands a distance of 30 m from shore captures their 
maxima (Azouri, 2016).

In comparing the modeled and observed results below we used ob
servations from 2-hr before until 2-hr after the observation time of the 
spectra that were fed into the wavemakers of the three models. Over that 
4-hr period of time, the significant wave height (Sabatier, 2007; part 2, 
chapter 1), peak period, and peak direction remained within 15%, 1 s, 
and 10 deg of the values, respectively, observed at the peaks of the 
events (Table 1).

3.2. Analysis methods

Auto- and cross-spectral calculations are implemented to generate 
plots of power spectral density (PSD) and coherence (amplitude and 
phase), respectively.

The auto-spectral analysis provides useful information about the 
ability of the models to generate a wave field with the proper energy 
levels as a function of frequency. A cross-spectral analysis can further 
provide insight into the ability of the models in generating the proper 
wavenumbers (or, wavelengths) as a function of frequency. The coher
ence amplitude and coherence phase functions are calculated for a given 
pair of sites (with a corresponding fixed distance); for a coherent signal, 
the coherence phase will allow us to determine what length scales 
correspond to the underlying wave signals.

The PSD is calculated following the frequency averaging method 
(equation (1)), as described in Thomson and Emery (2014), with the 
exception that we increase the number of spectral estimates within the 
frequency bands as we go to higher frequencies; this results in relatively 
uniform visualization of the spectra across the entire logarithmic fre
quency range of a given dataset, and decreasing confidence intervals 
going to high frequencies (since the number of degrees of freedom 
increases). 

Sxx(f)= 2
|X(f)|2

df
, (1) 

where X(f) is the Fourier transform of the windowed time series, df =
1

N*dt is the frequency spacing, N is the record length, and dt is the sam
pling period.

The PSD is normalized so that the variance of a unit amplitude sine 
wave is ½, and the 95% confidence intervals for independent spectrum 
estimates are calculated following Thomson and Emery (2014).

The cross-spectra, Sxy(f), is calculated following Thomson and Emery 
(2014): 

Sxy(f)= 2
X(f)Y(f)

df
, (2) 

and together with the auto-spectra, these are then used to calculate the 
coherence amplitude, γ(f), and coherence phase, ∅(f) functions (equa
tions (3) and (4)): 

γ(f)=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
Sxy(f)*Sxy(f)
Sxx(f)Syy(f)

√

, (3) 

∅(f)= arctan
[
im

(
Sxy(f)

)

re
(
Sxy(f)

)

]

. (4) 

For the coherence amplitude function, the 95% level of no signifi
cance is calculated following Thompson (1979).

The sign convention used here for the coherence phase function 

implies that the signal at site b is leading the signal at site a for a positive 
phase difference between sites a and b. All auto- and cross-spectral es
timates are calculated by applying 50% overlap between adjacent 
spectral estimates. To minimize spectral leakage, we apply a 10% 
cosine-taper Tukey window, as described in Thomson and Emery 
(2014).

4. Sensitivity analysis

Using the auto-spectral techniques that were described above, we 
look at the sensitivity of the numerical models to different grid resolu
tions, and a different domain size. Here we show results from the BOSZ 
model, which are qualitatively representative for all three models.

4.1. Grid resolution

In addition to the results from simulations using the 7 m × 7 m grid, 
we tested the sensitivity of the results for two coarser grid resolutions: 
14 m × 14 m and 21 m × 21 m (see simulations 3 and 4 in Table 1). 
Though these coarser resolutions are not the preferred options for 
computations, the fast turnaround time can be of advantage for first 
estimates as long as the numerical solutions are representative. The re
sults, as seen in Figure S1 for Mok1 site, reveal that the spectra derived 
from the output computed with the highest spatial resolution (blue 
curve) have the best definition of the spectral peaks and valleys when 
compared to the observations (e.g., at 30 s, ~80 s, and ~8 min), and 
they also have the most representative spectral amplitudes at the high 
frequency SS band (e.g., down to ~10 s). The spectra of the coarser 
resolution grids qualitatively resemble the one of the 7 m × 7 m grid, but 
they severely underestimate the spectral amplitudes at the high fre
quency regime of the SS band, and overestimate them by up to an order 
of magnitude at periods longer than 2 min.

4.2. Domain sizes

We also looked at spectra from harbor site Hale1 using sea level data 
that was obtained from model simulations over a 7 m × 7 m grid and 
from a smaller domain (simulation 5 from Table 1; here referred to as the 
“small domain”) than the one used throughout this study (simulation 1 
from Table 1; here referred to as the “large domain”). The extent of the 
small domain is 1.9 km in the alongshore (centered on Haleʻiwa Harbor) 
and 3.9 km in the cross-shore. Figure S2 provides a comparison of the 
spectra from those simulations, and the spectra that were calculated 
from the corresponding sea level observations. Although the two spec
tral curves of the model (blue and orange) follow the shape of the spectra 
from observations, we find better agreement between the spectra of the 
large domain (blue curve) and observations, especially at periods 
shorter than 40 s, and in the 3–12 min period band.

5. Results

5.1. Models versus observations: comparison

Auto-spectral techniques were used to test the capability of the 
models to reproduce observed frequency responses in the confined ba
sins of the harbor (see section 3.2 for details about the spectral tech
niques), and along the coast over the Mokuleia reef. This is 
complemented by applying a cross-spectral analysis to reveal informa
tion about the wavenumber content generated by the models. Inside the 
harbor, we test the models’ capability to reproduce the observed spatial 
structure of the modes, which is unique to the harbor. At the observa
tional sites of the Mokuleia reef we look at the coherences in the cross- 
shore direction and compare these to the observations. At Mokuleia, we 
also used model outputs from an alongshore array, and implemented the 
Iterative Maximum Likelihood Estimate (IMLE) following Oltman-Shay 
and Guza (1987). Although observations are not available along this 
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array, this analysis is another useful tool for highlighting potential 
consistency among the models in reproducing the wavenumber content 
over the reef. This tool is also particularly useful in identifying the 
signature of IG edge waves, as these have unique discrete dispersion 
relation curves.

5.1.1. Spectra inside the harbor
The model outputs discussed here correspond to simulation 1 from 

Table 1. As is shown in Figs. 3 and 4, the spectra generated from the 
bottom pressure observations (black curves) reveal the unique spectral 
peaks and valleys at Hale1 and Hale4 sites, which reflect the complex 
spatial distribution of the dominant modes in the harbor (the spectra at 
two additional sites inside the harbor can be found in Azouri, 2016, 
Figure 2.9). The corresponding spectra generated from outputs of the 
three models (blue, red, and orange curves) reveal a structure that is 
consistent with the spectra of the bottom pressure observations. The 
major peaks and valleys of the model curves appear at frequencies that 
are consistent with the corresponding observations, especially in the IG 
period band of 30 s to 4–5 min. Around 2–3 min and at periods longer 
than ~5 min, some of the models appear to overestimate the spectral 
amplitudes by as much as an order of magnitude.

Fig. 5 shows the coherence amplitude and coherence phase between 
harbor sites Hale1 and Hale4. The overall structure of the coherence 
functions created from the model outputs is consistent with the structure 
of the corresponding curves from observations. The coherence ampli
tude in all three models decreases sharply around certain periods (5–6 
min, 2–3 min, and 60–70 s), with corresponding jumps of ~180 deg in 
coherence phase and stable phase values in between those dips. That is a 
signature of resonant motions, when a node exists between two sites. 
The periods where the sharp transitions in coherence amplitude and 
phase occur are remarkably close to the observed periods. Figs. 3 and 4
reveal a series of spectral peaks at Hale1 and Hale4 sites. A more 
detailed analysis of the modes in that harbor using lengthy data records 

was done by Azouri (2016), indicating the 3 min and 6 min as the two 
gravest modes of this harbor.

5.1.2. Spectra over the reef
The Mokuleia fringing reef model comparisons correspond to simu

lation 2 from Table 1. In Figs. 6–8 we see that at the offshore site (Mok3, 
12 m depth) the observed spectra (black curve) is broad-banded and 
mostly white, with a clear dominant peak in the SS band (18 s). As the 
waves propagate through the surf zone (Mok2, 6 m depth; Mok1, 2 m 
depth), energy is lost at SS periods and new broad-banded peaks and 
valleys appear at IG periods.

At the offshore site (Mok3, 12 depth; Fig. 6), all models reproduce 
the observed peak period and spectral amplitude of the 18 s SS peak. In 
the 0.5–15 min band, the overall spectral levels of the models are within 
an order of magnitude of the observations.

At the intermediate depth site (Mok2, 6 m depth; Fig. 7), the spectra 
from the models are resolving the broad-banded peaks at the observed 
SS and IG periods: ~18 s, ~90 s, ~3–4 min, and ~12 min. However, the 
corresponding spectral amplitudes of the models at those peaks are over- 
or under-estimated by up to nearly an order of magnitude, and the 
statistical certainty of the IG peaks is low. In the period range of 20-60 s, 
XB and BZ overestimate the observed spectral amplitudes. At periods 
shorter than the peak swell period, FW underestimates the spectral 
amplitudes, and the spectral amplitudes in XB and BZ are able to 
reproduce the observed spectra. At the high frequency regime of the SS 
band we find that the spectral amplitudes of XB and BZ over the reef are 
qualitatively more representative of the corresponding spectra from 
observations than the spectral amplitudes of FW. The power spectral 
density (PSD) of the FW curve is an order of magnitude or more lower 
than the observations whereas XB and BZ are within half an order of 
magnitude of the observations.

At the nearshore site (Mok1, 2 m depth; Fig. 8), the observed spec
trum contains several peaks centered on the IG periods: ~50 s, ~5 min, 

Fig. 3. Power spectral density of observed sea level (black curve), and modeled sea level (BZ, blue curve; FW, red curve; XB, orange curve) at harbor site Hale1. The 
model records are from simulations using a 7 m × 7 m grid (simulation 1 in Table 1). The vertical distance between the black lines at the bottom represents the 95% 
confidence interval for independent spectrum estimates. Every other point is independent.
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and ~14 min. The peak at 50 s and a close-by peak at ~23 s (though not 
technically in the IG band) are relatively narrow band and significant 
features of the spectrum. Here, the spectra using time series from the 
three models contain highs and lows that are within an order of 

magnitude of the spectra from observations. At IG periods the models 
tend to overestimate the spectra from observations. At the short period 
portion of the spectra, XB overestimates the spectra of the observations 
at periods shorter than 15 s, and FW and BZ underestimate the spectra 

Fig. 4. Power spectral density of observed sea level (black curve), and modeled sea level (BZ, blue curve; FW, red curve; XB, orange curve) at harbor site Hale4. The 
model results are from simulations using a 7 m × 7 m grid (simulation 1 in Table 1). The vertical distance between the black lines at the bottom represents the 95% 
confidence interval for independent spectrum estimates. Every other point is independent.

Fig. 5. Coherence amplitude (top panel), and coherence phase (bottom panel) of observed sea level (black curve), and modeled sea level (BZ, blue curve; FW, red 
curve; XB, orange curve) for harbor sites Hale1 versus Hale4. The model results are from simulations using a 7 m × 7 m grid (simulation 1 in Table 1). The black line 
in the coherence amplitude plot represents the 95% level of no significance. Every other point is independent.
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from observations at periods shorter than 10 s. All three models have 
dynamically transferred energy out of the incoming swell peak, and 
from periods of 10 s to 10 min those results are statistically consistent 

with the pressure record.
The coherence amplitude and phase for Mok3 versus Mok2 sites are 

shown in Fig. 9. We find that the coherence amplitude curves using 

Fig. 6. Power spectral density of observed sea level (black curve), and modeled sea level (BZ, blue curve; FW, red curve; XB, orange curve) at coastal site Mok3 (12 m 
depth). The model results are from simulations using a 7 m × 7 m grid (simulation 2 in Table 1). The vertical distance between the black lines at the bottom 
represents the 95% confidence interval for independent spectrum estimates. Every other point is independent.

Fig. 7. Power spectral density of observed sea level (black curve), and modeled sea level (BZ, blue curve; FW, red curve; XB, orange curve) at coastal site Mok2 (6 m 
depth). The model results are from simulations using a 7 m × 7 m grid (simulation 2 in Table 1). The vertical distance between the black lines at the bottom 
represents the 95% confidence interval for independent spectrum estimates. Every other point is independent.
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Fig. 8. Power spectral density of observed sea level (black curve), and modeled sea level (BZ, blue curve; FW, red curve; XB, orange curve) at coastal site Mok1 (2 m 
depth). The model results are from simulations using a 7 m × 7 m grid (simulation 2 in Table 1). The vertical distance between the black lines at the bottom 
represents the 95% confidence interval for independent spectrum estimates. Every other point is independent.

Fig. 9. Coherence amplitude (top panel), and coherence phase (bottom panel) of observed sea level (black curve), and modeled sea level (BZ, blue curve; FW, red 
curve; XB, orange curve) for Mokuleia sites Mok3 (12 m depth) versus Mok2 (6 m depth). The model results are from simulations using a 7 m × 7 m grid (simulation 2 
in Table 1). The black line in the coherence amplitude plot represents the 95% level of no significance. Every other point is independent.
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model outputs from the three models generally replicate the corre
sponding highs and lows seen in the coherence amplitude from obser
vations. This result also holds for the coherence phase curves, and is 
especially evident at periods of 4 min and shorter where there is clear 
phase wrapping which indicates wave propagation.

In Fig. 10, the coherence amplitude and phase are plotted for Mok3 
versus Mok1. Again, there is general agreement of the coherence 
amplitude structure between the three models and observations. On the 
other hand, the coherence phase curves indicate inconsistencies when 
compared to the corresponding observations in the ~100 s to ~4 min 
period band in which the coherence amplitude remains statistically 
significant. At periods where the coherence amplitude is below the 95% 
confidence level (e.g., periods shorter than ~72 s), the coherence phase 
is random as expected. Addressing such inconsistencies is an ongoing 
research topic. Avenues for improvement include increased bathymetric 
resolution and localized forcing along with a host of other small details.

Fig. 11 shows the normalized root-mean-square-error (RMSE, based 
on sea level power spectral density) of the models versus observations in 
various period bands (e.g., 7–20 s, 20–30 s, etc.) at the instrument lo
cations. A smaller RMSE in a given period band translates into a better 
agreement between the spectra from the models and the observations. 
For example, at site Hale1 BZ has an RMSE of 0.025 in the 4–6 min 
period band, which is smaller than both FW and XB, hence showing a 
better capability of BZ to replicate the observations in this period band; 
in the 2–3 min period band the RMSE of BZ is 0.2, a larger value than the 
remaining models, and the RMSE of FW is the smallest one out of the 
three models. Over the reef (left column of Fig. 11), all models in general 
are resolving the shorter period motions more accurately than the longer 
periods. Additionally, the RMSE is increasing towards shore. The spec
tral mismatch seen in Figs. 7 and 8 for the 2–3 min band is now revealed 
in the error calculation as the least accurate periods for all three simu
lations over the reef. Excluding the swell band, the most accurate model 
results appear to be in the near IG band (0.5–2 min; with the exception of 
XB at 35 s in the nearshore). At both harbor sites (right column of 

Fig. 11) we also find that the shorter period motions have smaller RMSE 
values (with the exception of BZ at Hale4), and the trends of the RMSE 
curves at the two sites are qualitatively similar.

The significant wave height (Hs) as a function of wave period is 
shown in Fig. 12, for the models (XB, orange curves; FW, red curves; BZ, 
blue curves) and observations (black curves). When comparing the 
different panels in this figure, note that the vertical ranges are different. 
Here we see that overall (with a few exceptions, especially for FW), over 
the reef sites the models tend to overestimate Hs across the entire period 
range. Inside the harbor, overestimation of Hs is highest at the longer IG 
periods. Across all panels, the Hs values of FW are mostly lower than the 
Hs values of the other models, whereas the Hs values of XB are higher 
than the Hs values from the other models.

It is important to mention some of the factors that could influence the 
model solutions. First, a frequency cutoff of ~10 s was applied to the 
wavemakers in the present model runs; however, waves of periods 
shorter than 10 s can certainly be generated by non-linear interactions as 
the waves propagate towards shore, especially in the breaking zone. 
Second, the finite size of the computational domain has the potential to 
introduce artificial long period oscillations. Third, the limited run time 
of the simulations means that very long IG waves cannot be resolved. 
Furthermore, the models are forced with spectra that were taken from 
the nearest available buoy (Waimea Buoy, 200 m depth), which is not 
positioned at the offshore boundary of the computational domains. The 
overall spectral energy provided as input is likely slightly higher than 
what one would have measured in 80 m depth, meaning that it is 
possibly contributing to the mismatch seen in the spectral amplitudes of 
the models versus observations.

5.1.3. Wavenumber-frequency spectra over the reef
Following (Oltman-Shay and Guza (1987), we employed the Itera

tive Maximum Likelihood Estimate (IMLE) technique to reveal the 
frequency-wavenumber spectral energy content using outputs from the 
three models. As we do not have observations from an alongshore array, 

Fig. 10. Coherence amplitude (top panel), and coherence phase (bottom panel) of observed sea level (black curve), and modeled sea level (BZ, blue curve; FW, red 
curve; XB, orange curve) for Mokuleia sites Mok3 (12 m depth) versus Mok1 (2 m depth). The model results are from simulations using a 7 m × 7 m grid (simulation 2 
in Table 1). The black line in the coherence amplitude plot represents the 95% level of no significance. Every other point is independent.
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Fig. 11. Log of the normalized RMSE (based on sea level power spectral density) for the three models (XB, orange curves; FW, red curves; BZ, blue curves), as a 
function of period (in units of seconds and minutes), at the observational sites of Mokuleia (Mok1-Mok3) and Haleʻiwa Harbor (Hale1 and Hale4). The results 
correspond to data from simulation 1 (right column) and simulation 2 (left column) from Table 1. In the near IG band (30s to ~3min) FW and BZ are outperforming 
XB for all three reef locations.

Fig. 12. Observed (black curves) and modeled (XB, orange curves; FW, red curves; BZ, blue curves) significant wave height (Hs) as a function of period (in units of 
seconds and minutes), at the observational sites of Mokuleia (Mok1-Mok3) and Haleʻiwa Harbor (Hale1 and Hale4). The results correspond to data from simulation 1 
(right column) and simulation 2 (left column) from Table 1.
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we designed a 550-m-long virtual array of six sites along the Mokuleia 
stretch of coastline where the coastline has minimal curvature (centered 
~900 m east from the observational Mokuleia cross-shore array), and 
collected model data at those sites. We then compared the IMLE results 
of all three models against each other to check for the level of consis
tency among these models. In addition to the information that was 
extracted from auto- and cross-spectral analyses from the previous sec
tions, an IMLE analysis may more clearly reveal: (i) the frequency bands 
and associated wavenumber ranges of most energetic wave motions; (ii) 
the dominant propagation direction (i.e., westward/eastward) in a 
certain frequency range; and (iii) the signature of edge wave modes 
and/or leaky waves (if those exist).

Our IMLE analysis resulted in the k-f spectra seen in Fig. 13. Calcu
lations were made using data from simulation 2 (see Table 1). The rows 
correspond to results using data from each of the three models (see 
corresponding XB, FW, and BZ labels). The left column (panels a, c, and 
e) represents results using model data from the alongshore component of 
the velocity field, and the right column (panels b, d, and f) represents 
results using model data from the cross-shore component of the velocity 
field. Positive wavenumbers correspond to waves propagating eastward 
from Mokuleia (towards Haleʻiwa Harbor), whereas negative wave
numbers correspond to waves propagating westward. The colorbar 
shows the percent of maximum power (for a given model, the power 
spectral density in each bin is normalized by its maximum power 
spectral density out of all bins). To see whether the spectra correspond to 
edge waves, we included the theoretical edge-wave dispersion curves for 
several low modes (n = 0, 1, 2, 3, 4), and a higher mode (n = 8). The 

theoretical leaky wave regime is contained within the two diagonal 
dashed curves. It is important to keep in mind that those dispersion 
curves were derived for an idealized scenario of a straight coastline, 
uniform cross-shore slope, and no alongshore slope; since most Hawaiʻi 
beaches do not fall into this category, it is not expected to obtain a good 
match with those curves even if such IG waves are dominant in our data. 
However, it is still interesting to see how the energy generated by the 
models is distributed in this k-f regime, relative to those theoretical 
curves.

All of the panels of Fig. 13 reveal elevated power levels in the posi
tive half of the wavenumber regime, indicating eastward propagation of 
IG waves in the 0.5–2 min period band. At longer IG periods (lower 
portion of the plots), in some of the panels we see a mix of eastward plus 
slightly westward propagation (e.g., panels b and c). For the results of 
both the alongshore and cross-shore velocity components, the elevated 
power levels from all three models show up in the regime where the 
theory predicts high-mode edge waves and leaky waves. This is most 
clearly seen in the 0.5–2 min period band. Results that are qualitatively 
similar were obtained from the IMLE analysis of Su et al. (2021), which 
was done in a different reef environment. In Table 2 we provide the 
integrated percent of maximum power levels within the blue and green 
rectangles of Fig. 13. The blue rectangle lies in a k-f regime where 
high-mode (n ≥ 2) edge waves and/or leaky waves may exist, and the 
green rectangle lies in a k-f regime where low-mode (n≤ 1) edge waves 
may exist. Using the values from Table 2 we can highlight and quantify a 
few similarities and differences that we identify from Fig. 13. In the 
IMLE results of the alongshore velocity component (Fig. 13, left 

Fig. 13. Frequency-wavenumber spectra calculated using the Iterative Maximum Likelihood Estimate (IMLE) method. Colorbar is the percent of maximum power 
(for a given model, the power spectral density in each bin is normalized by the maximum power spectral density out of all bins). The calculations were made using 
data from simulation 2 (see Table 1) at an alongshore array of six gauges spanning 550 m-long and positioned 30 m from shore (centered ~900 m east from the 
observational Mokuleia cross-shore array). The left panel corresponds to the alongshore velocity data, and the right panel to the cross-shore velocity data. The 
theoretical edge wave curves are plotted and labeled for modes 0–4, and 8, for eastward propagation (right half), and westward propagation (left half). A quantitative 
comparison of the integrated percent max power is provided in the text for the green and blue rectangles.
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column), XB and FW seem to have a stronger signature of leaky and/or 
high-mode edge waves than BZ has (blue rectangles), and BZ has a 
stronger signature of low-mode edge waves than the other models have 
(green rectangles). As for the IMLE results of the cross-shore velocity 
component (Fig. 13, right column), BZ and FW have much stronger 
signature in the leaky and/or high-mode edge wave regime, than XB has, 
whereas XB has a much stronger signature of low-mode edge waves (i.e., 
FW and BZ are lower with 89% and 62.4% percent difference, respec
tively). The above indicate that, although the three models are consis
tent in simulating westward-propagating IG waves, the proportion of 
low-mode edge waves, high-mode edge waves, and leaky waves, is 
somewhat inconsistent among the models. The difference between the 
dispersion properties of the Boussinesq models versus the 
non-hydrostatic model may be responsible for those inconsistencies. 
One attempt to reduce dispersion errors was done by de Ridder et al. 
(2021), who implemented a two-layer non-hydrostatic version of XB. 
That possibility, and others, may be examined in a separate effort 
involving a different set of analyses.

5.2. Model energetics: 2D spectral distribution

The model outputs from simulation 4 (see Table 1) were used to 
create 2D maps to reveal the spatial distribution of power spectral 
density (PSD) in the following period bands: 5–30 s, 0.5–1 min, 1–2 min, 
2–4 min, 4–8 min, and 8–17 min. In Figs. 14 and 15 we compare the 
maps of the three models: XBeach (XB), FUNWAVE (FW), and BOSZ 
(BZ), for the SS band and 0.5–1 min IG band. Figures S3-S6 of the sup
porting information document provide the corresponding maps for the 
remaining IG period bands. In the SS band (Fig. 14), the spatial distri
bution of PSD is consistent among BZ and FW, whereas in XB we see 
higher PSD levels closer to shore along the entire coastline. In the 0.5–1 
min IG band (Fig. 15), the PSD distribution is consistent among all three 
models. In all models we find that the highest spectral amplitudes in the 
cross-shore are confined between a short distance from shore and the 
~20 m depth contour. In the alongshore, all models simulate a well- 
defined minima at the three channels where the water is deep and 
waves do not break (i.e., we see smaller spectral amplitudes of IG waves 
there). For the remaining IG bands (Figures S3-S6), the 2D spectral 
distribution of the three models is qualitatively the same (i.e., the re
gions of highs and lows are spatially consistent, but we clearly see dif
ferences in amplitudes). The three models produce what appears to be 
Laguerre-like standing wave patterns (e.g., Eckart, 1951) in the 
cross-shore along various segments of the coastline, especially where the 
coastline is uniform (this is most clearly seen in the 1–8 min period 
range).

The Laguerre-like standing wave patterns are better visualized by 
looking at cross section profiles that extend offshore from the shoreline. 
Since the three Mokuleia instrument locations lie in a cross-shore line, 
model data from a cross-shore profile overlapping with those three sites, 
plus 10 profiles from each side (21 profiles in total), was recorded for 
analysis. Two different sets of those profiles are shown in panels a and b 
of Figs. 16 and 17. The instrument locations are marked with magenta 
circles in panel a and magenta crosses in panel b. As seen in panel b, the 

10 profiles west of the observations have a steep reef-edge, whereas the 
10 profiles to the east have a much more moderate reef-edge slope (in 
that figure, we differentiate those by the solid and dashed gray lines, 
respectively).

In Figs. 16 and 17, rows 2–4 correspond to different period bands 
(see legends), panels c, e, and g (left column) are PSD maps of different 
period bands (only results from the BOSZ model are shown here), and 
panels d, f, and h (right column) show the corresponding averaged cross- 
shore profiles from the three models (dashed/solid curves correspond to 
the 10 profiles east/west from the three observational sites). In panels d, 
f, and h, we also superimposed the corresponding observed spectral 
amplitudes plus their uncertainties (magenta circles with error bars).

5.2.1. SS band 5–30 s (Fig. 16, panels c & d)
The high spectral levels offshore are decaying towards the shore. The 

rapid decay just shoreward of the 12 m observational site (Mok3) in
dicates the region where SS wave breaking takes place. When compared 
to the observations (see magenta symbols), the spectra from all three 
models indicate a consistent decrease in spectral levels towards shore. 
All models are overestimating the spectral levels at the 12 m site, and FW 
and BZ are in good agreement with the observations at the shallower 
sites. XB overestimates the spectra offshore and over the reef, except for 
within the 200 m nearest to shore. We also note that there is a significant 
difference in spectral amplitudes between the steep-type (solid curves) 
and more moderate-type (dashed curves) bathymetric profiles. This 
strong sensitivity to bathymetric profile is specific for the Mokuleia 
domain shown here, and it may be even more dramatic elsewhere along 
the coast.

Table 2 
Cumulative Percent Maximum Power (Pcum) and percent difference (% diff; 
relative to the largest value out of the three models; largest value is highlighted 
in bold), from IMLE analysis using alongshore and cross-shore velocity compo
nents from the model outputs, at selected k-f regimes.

Alongshore Cross-shore

Blue Green Blue Green

Pcum % diff Pcum % diff Pcum % diff Pcum % diff

XB 34.7 – 3.1 74.9 14.0 71.1 23.7 –
FW 31.4 9.4 10.4 17.2 48.4 – 2.6 89.0
BZ 24.2 30.0 12.5 – 38.9 19.6 8.9 62.4

Fig. 14. Spatial distribution of sea level power spectral density in the 5–30 s 
period band, using modeled sea level data from simulation 2. From top to 
bottom, the panels correspond to: (a) BOSZ (BZ); (b) FUNWAVE (FW); and (c) 
XBeach (XB).
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We calculated the ratio of integrated SS energy nearshore (between 
0.3 km and 0.5 km from shore) and offshore (between 1.1 km and 1.3 km 
from shore), as a proxy for how much SS energy has dissipated in each 
model between the offshore and nearshore regimes for each of the beach 
profiles (steep versus moderate). For the steep profile, we obtained the 
following ratios (in terms of percent): 27.9%, 9.4%, and 10.8%, for XB, 
FW and BZ. For the moderate profile, we obtained the following ratios 
(in terms of percent): 25.6%, 10.9%, and 12.1%. We learned two things 
from these results: (i) in FW and BZ the dissipation is qualitatively the 
same (around ~90% dissipation), higher than the dissipation in XB 
(around 70% dissipation); (ii) for a given model, the ratios are qualita
tively the same for both the steep and moderate types of beach profiles 
(within 1~3%).

5.2.2. IG band 0.5–1 min (Fig. 16, panels e & f)
These results show the coastal response of our shortest IG band. We 

have a maximum at the coast, followed by several maxima going 
offshore (specifically, a total of 4–5 maxima from the shoreline to the 
reef-edge, as seen in panel f). The offshore-most maximum occurs at the 
reef-edge (located ~900 m from shore; see panel b). Although the cross- 
shore PSD structure of all three models is qualitatively the same, FW and 
BZ produce the best agreement with observations at the three reef sites, 
and XB significantly overestimates the spectral amplitudes over the 
entire reef, except for the 100 m nearest to shore where all models are in 
agreement. The difference in spectral amplitudes of the steep-type (solid 
curves) and the moderate-type (dashed curves) beach profiles, is much 
smaller here as compared to what we see in the SS band. The cross-shore 
standing wave pattern seen here resembles the theoretical structure 

predicted for edge waves along a uniform coastline with a beach of 
constant slope. According to that theory, those waves obey a dispersion 
relation that permits a discrete number of frequencies and associated 
wavenumbers, and the standing wave patterns follow Laguerre poly
nomials (Eckart, 1951). Those cross-shore standing wave patterns were 
investigated in more detail by Azouri (2016), who showed that they 
result from a superposition of free edge and leaky waves that dominate 
the IG energy in the surf zone. Outside the surf zone, he found that 
bound wave energy dominates the IG wave field under strong SS forcing 
conditions.

5.2.3. IG band 1–2 min (Fig. 16, panels g & h)
The results here are similar to the ones from panels e & f, except that 

the cross-shore separation between the maxima has increased, resulting 
in one less maximum (a total of 3–4). At the shallowest site all models 
overestimate the PSD from observations. At the 12 m site, the PSDs of all 
models overlap with the error bars of the observed spectra, and at the 
intermediate site only FW is within the error bars of the PSD from 
observations.

5.2.4. IG bands longer than 2 min (Fig. 17, panels c & d, e & f, and g & h)
We identify a further increase in the separation between adjacent 

maxima, as well as a decrease in the total number of maxima that fit over 
the reef. The best agreement with observations that we see here is in the 
4–8 min period band where the three models fall within the error bars of 
the observations.

These spectral maps show that the three models simulate a complex 
2D structure that, at certain IG bands (in particular, the 1–8 min band) is 
dominated by cross-shore structure of peaks and valleys in between the 
shoreline and the reef-edge. In the alongshore, the structure is more 
uniform except for where there are channels.

6. Discussion

Our results indicate that the three models simulate gravity and 
infragravity wave dynamics that are qualitatively consistent with sea 
level observations over the reef and inside the harbor within the fre
quency bands that are applicable for our research. The models qualita
tively reproduce the observed levels of spectral amplitude and shape of 
various peaks and valleys that are narrow-banded inside the harbor and 
broad-banded over the reef. Our analyses also reveal that the models can 
reproduce the horizontal structures that correspond to the potentially- 
resonant oscillations inside the harbor. Over the reef, the models can 
reproduce the observed wavenumber content in the cross-shore, except 
within the surf zone where in certain frequency bands the modeled 
coherence phases do not agree well with observations. Although ob
servations were not available for an analysis of the alongshore wave
number content, we verified the data from the models by comparing the 
model frequency-wavenumber spectra against each other. The IG wave 
fields generated by the three models point to dominance of high-mode 
edge waves and/or leaky waves with propagation that is predomi
nantly from west to east at the Mokuleia observation site.

Although the selected phase-resolving models replicate realistic 
gravity and IG wave fields within the computational domains that were 
considered in this study, it is important to understand their limitations, 
such as: (i) a portion of the high-frequency content that is provided to 
the wavemakers of these models is excluded in order to satisfy the un
derlying assumptions of the model formulations; and (ii) for a given 
domain, excitation of waves having wavelengths on the order of the 
domain’s dimensions may result in dominant spectral amplitudes which 
may require establishing a low-frequency cutoff. Other limitations arise 
from the strong dependency of the models on the quality of the input 
that is provided to them; for instance: (i) the bathymetry dataset used in 
this study was created by blending several datasets of varying grid res
olutions that were collected during different times (during which the 
shoreline may have changed as a result of high wave action and erosion); 

Fig. 15. Spatial distribution of sea level power spectral density in the 0.5–1 
min period band, using modeled sea level data from simulation 2. From top to 
bottom, the panels correspond to: (a) BOSZ (BZ); (b) FUNWAVE (FW); and (c) 
XBeach (XB).
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and (ii) the directional spectra provided to the wavemaker may not be 
representative of spectra that would be observed at the offshore 
boundary.

7. Conclusion

Three 2DH phase-resolving nearshore wave models were tested in 
conjunction with multiple pressure gauge observations to examine their 
performance and the similarities/differences among them. The intended 
application is to accurately simulate runup and inundation at fringing 
reefs or mixed reef/sloping beach coastlines, including structures such 
as harbors. In the Hawaiian archipelago there are many socioeconomic 
nearshore environments that have such features. For the model com
parisons, Oahuʻs North Shore was selected due to the availability of data, 
both in-situ pressure and high resolution bathymetry. All three models 
were capable of transferring incoming SS energy into short and long 
period IG waves plus higher frequency swell waves/bores, and consis
tent results among the models were found over the reef and inside the 
harbor.

The investigated models are capable of being employed in the 
nearshore to simulate wave transformation processes under real-world 
scenarios. Specific applications to a particular coastline may favor one 
model over the other, or the need for additional features not tested here. 
In the course of executing the NOAA Coastal Resilience grant “Enhanced 
Community Resilience With Real-Time Notifications of Hazardous Wave- 
Driven Flooding and Erosion Events”, the BOSZ model was employed to 
create a live 6-day run-up forecast (“Wave Run-Up Forecast: West Maui”) 
and a long-term wave-driven flooding tool (“Sea Level Rise: West Maui 
Wave-Driven Flooding With Sea Level Rise”). These products are available 
at PacIOOS (www.pacioos.org) and will be extended to other locations 
in the future. We conclude that each of the models tested here could 
potentially be used for such coastal wave forecasting applications.
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