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ABSTRACT

Recent work by M.C. Gregg has suggested that the dissipation rate of turbulent
kinetic energy in the oceanic thermocline may be closely related to the internal
wave shear variance measured at 10 m vertical scales. If this relationship holds,

it significantly decreases the experimental effort required to estimate eddy vis-
cosities and diffusivities. However, as Gregg has noted, the diffusivities associated
with his model in a Garrett-Munk (GM) canonical wave field are quite small, and
it therefore appears that mixing driven by internal waves may only be important
where the mean energy level is substantially above GM. In this paper we explore
the relationship between internal waves and microscale dissipation from a region
of energetic mixing, near the Yermak Plateau in the Arctic Ocean. The dissipa-
tion rate is an order of magnitude above that predicted by Gregg’s model, and we
shall discuss several aspects of the local internal wave field which may contribute
to this result. We also suggest one way in which Gregg’s model might be modified
to account for this new data set.

INTRODUCTION

The recent paper by Gregg (1989) (hereinafter G89), which suggested a close rela-
tionship between internal wave (IW) shear and dissipation rate, €, has prompted
a number of studies aimed either at (a) applying his results to other appropriate
data sets, or (b) searching for locations in which the scaling model does not work.
As Gregg himself has indicated (pers. comm., 1990), anomalous environments
may be regions of large diapycnal transport of both momentum and scalars, per-
haps dominating the basin-averaged diapycnal fluxes. It is therefore necessary to
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determine why these regions differ from the cases studied in G89, and whether a
predictive model, based on observed IW field properties, can be found for these
regions. G89 noted that the diffusivities implied by the model applied to a GM
wave field at the canonical energy density level are small, and may therefore not
be relevant to the dynamics of the mid-ocean thermocline, except perhaps on
time scales of decades or longer. Apparently then, the places to look for vertical
mixing rates which are sufficiently large to be dynamically important are regions
where the IW energy density is substantially higher than the canonical value.
However, as the present analysis will show, regions where the energy density is
not necessarily abnormally large, but the wave field deviates in other ways from
the GM assumptions, can also be regions of large diapycnal transports.

One of the aims of Gregg’s study was to find ways to reduce the field effort in-
volved in estimating e. One possibility, which he explored, was to use Expend-
able Current Profilers (XCPs) to determine the shear at 10 m vertical scales.

For the data sets which he considered, shear variance was a good indicator of e
in some averaged sense. However, this method still requires that the experimen-
‘talist be present to launch the XCPs, and the questions of sampling bias in € es-
timates due to small sample size (Baker and Gibson, 1987) still remain. In an
ideal world, one would obtain estimates through all types of events which might
contribute to € within the time and space intervals of interest. For example, if

¢ could be linked to some basic variables which are obtainable from long-term
moorings (e.g. IW energy density, and buoyancy frequency, N), then e could be
“monitored” throughout the life of the mooring. Unfortunately, as we shall show
below, a model based simply on energy and N doesn’t work well in some envi-
ronments where mixing is important. However, there may be higher order IW
statistics which could be measured, and used to improve models. The require-
ments for models are not as strict as they might seem at first, since even a factor
of two error in a model prediction might be much less than the errors involved in
extrapolating the results of a short-duration microstructure or XCP program.

The data set which we shall use to explore this topic was obtained from the
Oceanography (“O”) Camp, deployed on the pack ice in March-April 1989 dur-
ing the Coordinated Eastern Arctic Experiment (CEAREX). A background paper
which fully describes the program and the data is in press (Padman and Dillon,
1991; hereinafter PD91), however a short review is provided in the following sec-
tion of the current paper. We then review some of the anomalous characteristics
of the O Camp IW climate, followed by a discussion of the implications for pre-
dictive modelling of € in this environment. There are two seemingly dichotomous
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aims to this study: first, we wish to show how the observed wave field is incon-
sistent with the assumptions of existing wave/dissipation models; and second, we
wish to indicate that some modelling success can be retained despite these incon-
sistencies. Hopefully, however, the two approaches are actually complementary,
even if the empirical modeling is primarily a short-term effort awaiting the con-
struction of more versatile IW dissipation models.

THE CEAREX PROGRAM

CEAREX was a multi-investigator Arctic oceanographic experiment conducted
from several platforms, including the O Camp from which the data discussed in
this paper were obtained. Apart from direct microstructure measurements, data
from O Camp include Acoustic Doppler Current Profiler (ADCP) measurements
in the upper several hundred meters, and densely sampled CTD data, as well as
water depth and meteorological information. A schematic of the various programs
at O Camp is shown in Fig. 1. The drift track (Fig. 2) was determined from ap-
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Fig. 1. Schematic of CEAREX O Camp, showing the principal sampling pro-
grams.
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proximately hourly satellite fixes, then smoothed with the complex demodulation
algorithm described by McPhee (1988). This algorithm assumes that the ice mo-
tion consists solely of tidal and inertial oscillations, and low-frequency drift.

Approximately 1500 microstructure profiles were made with the Rapid-Sampling
Vertical Profiler (RSVP) (Caldwell, et al., 1985; Padman and Dillon, 1987) from
March 31 to April 25, 1989. Data were obtained between the surface and a typ-
ical maximum depth of 340 m, and the cycling time between profiles was usu-
ally 15-20 minutes. The RSVP (Fig. 3) is a tethered, freefall profiler about 1.3

m long, equipped with sensors for measuring pressure, P, orthogonal microscale
velocity shears, u,(= Ou/0z) and v,(= Ov/0z), temperature, T, and conductivity,
C. The average fall rate is about 0.7 m s™!, constrained by a drag element con-
sisting of an annular brush near the rear of the probe during descent, but able to
slide towards the RSVP’s nose for improved retrieval dynamics. A profile to 340
m takes about 8 minutes. The raw data sampling rate during CEAREX was 256
Hz for all channels. Microscale temperature was measured with a Thermometrics
FPO7 thermistor () projecting forward from the probe nose assembly. Gregg
and Meagher (1980) measured a 3-dB attenuation point for similar thermistors to
be approximately 15 Hz. Conductivity was measured with a Neil Brown Instru-
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Fig. 2. Drift track of the CEAREX O Camp. Depth contours are in meters. Sym-
bols are given once daily, and are marked in day-of-year (1989).
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Fig. 3. Schematic of the Rapid-Sampling Vertical Profiler. Sensors are thermistors
(Tr and T3), conductivity cell (N-B Cond.), pressure transducer (P), and airfoil
shear probes (U, and V).

ment Systems (NBIS) conductivity cell (N — B Cond.) mounted on the side of
the probe, 0.15 m above the probe tip. For salinity determination a second FPQ7
thermistor (T3) was mounted adjacent to the conductivity sensor. The NBIS cell
has a response length of O(0.1) m (Gregg et al., 1982), so that at the nominal
fall rate the time constant of the conductivity cell is 0.14 s. Post-analysis of the
conductivity data indicated a small, time-varying calibration offset voltage: con-
ductivities have therefore been corrected by comparison with CTD data, pro-
vided by J. Morison. Vertically averaged salinity, S, was determined from sim-
ilarly filtered T and C': the effective resolution for S and density, o, is about
0.2 m. Least significant bit (lsb) resolutions of the raw 16-bit records are about
1.5 x 107%°C in temperature, and 1.5 x 1073 S m™! in conductivity. Typical rms
noises, based on measurements deep within non-turbulent surface mixed layers,
are comparable to the lsb resolutions.

Velocity microstructure was measured with two orthogonally mounted airfoil
shear sensors (U, V,) on the RSVP’s nose. These probes (Osborn and Crawford,
1980) have a spatial resolution of about 0.02 m, sufficient to resolve most of the
“universal”, or Kolmogorov, shear spectrum for typical oceanic dissipation rates.
Estimates of ¢ were made for approximately 1.4 m depth intervals (2 s of data)
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by integrating the velocity shear spectra in the wavenumber range of 2 to 20 cpm.
Assuming isotropy of velocity fluctuations in this wavenumber band,

2, .2,
e=g(5) o
where v is the kinematic viscosity of seawater, about 1.8 x 10~% m? s~ at these
low temperatures, and { ) denotes vertical averaging. The noise level based on
measured microscale shears in the quietest regions appears to be about 10~°

W kg1, substantially higher than during the Arctic Internal Wave Experiment,
AIWEX, (Padman and Dillon, 1987). We believe that this is due to a change in
the dynamics of the RSVP, which in CEAREX was an air-filled, pressure—sealed
case compared with an oil-filled instrument in AIWEX. The probable result of
the latter change, which was compensated for by a reduction in the number and
size of drag and buoyancy elements near the instrument’s tail, is an increase in
motion near the instrumented nose. However, € in energetic mixing patches was
102 times greater than the noise level, so that the mixing processes which con-
tribute most to the time—-averaged evolution of the large-scale hydrographic fields
were well resolved. The noise level was lowest in regions where the thermal gra-
dients were smallest, notably in a warm, almost isothermal Atlantic Layer slab
which was sampled at the end of the experiment. This suggests that the shear
probes’ thermal response, discussed by Osborn and Crawford (1980), may also
contribute to setting the noise level on € measurements.

An upper limit on fully resolved shear spectra is determined by the finite response

length scale of the airfoil shear probes. The universal shear spectrum contains
energy at all scales larger than the Kolmogorov microscale,

L = 2n(13/e)/* (2)

although the spectral peak occurs at wavelengths of about 10l;. Fore = 1 x
106 mzs""’, [ is about 0.01 m, and the peak spectral density lies at wavelengths
of about 0.1 m. Some correction can be made for the frequency response of the
shear probes, however in all the data discussed in this paper the correction to €
was less than 20%, which is smaller than the potential calibration errors on the
probes themselves. Therefore, in this paper, no spectral corrections have been
applied.

The complete transect of ¢ averaged over 4 hours and 10 vertical meters is shown

in Fig. 4. Time, t, is given throughout this paper in decimal day-of-year (UTC),
where t=1.0 is 00:00 h on January 1,1989. High dissipation rates near the sur-
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Fig. 4. Transect of dissipation rate, logo(€), throughout the O Camp drift. Data
have been averaged over 4 hours and 10 vertical meters.

face between t=101 and 110 are related to high surface stresses resulting from
enhanced diurnal tidal currents which are a well-documented phenomenon in
this region (Hunkins, 1986; PD91). Of more interest to the present paper are
the large, quasi-diurnal bursts of high dissipation in the pycnocline (below about
100 m), which also occur during this period of strong diurnal tides. We shall dis-
cuss the possible causes of these bursts after reviewing the IW field which is as-
sumed to initiate the mixing.

THE INTERNAL WAVE FIELD

The O Camp phase of CEAREX was exceptionally well set up for the study of
the IW field (see Fig. 1). Simultaneous measurements were made of the hydro-
graphic and current variability throughout the upper several hundred meters of
the water column, encompassing almost all of the density stratification. A hori-
zontal array provided information on the propagation direction of specific wave
packets, while unique measurements of ice tilt and strain related to the passage
of wave packets were also collected (P. Czipott, pers. comm., 1990). The ice
camp drifted southward from the deep water of the Nansen Basin, up the plateau
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slope, then approximately followed the 2000 m isobath towards the southwest
(Fig. 2). Based on water depth, and the low frequency modulation of both € and
the apparently dynamically significant diurnal tide (PD91), the drift track is di-
vided into four sections. Fig. 5 shows this division, with plots of water depth,
the diurnal-band major axis current speed, and ¢ averaged over the pycnocline,
(€pyc). As this figure shows, (€pyc) is substantially higher in Period 3 than else-
where, although it is dominated by a few large events. Period 1 exhibits relatively
low turbulence levels. However, as we shall show below, the time-averaged rate
in this period is still much larger than the G89 model would suggest. D’Asaro
and Morison (1991) provide an independent view of the spatial variability of mix-
ing rates relative to topography in the eastern Arctic: their XCP measurements
suggest that the wave shear is significantly higher over topography, but that the
decay scale of the wave field is hundreds of kilometers. On that basis, even the
deep Nansen Basin data in the present study (Period 1) lie within the radiation
field associated with the Yermak Plateau.

The mean profiles of buoyancy frequency, N, dissipation rate, ¢, and wave field
energy density, Emeas, for the entire experiment are shown in Fig. 6. These pro-
files were made by first mapping the velocity field from the ADCPs to approx-
imate isopycnal coordinates in order to reduce the vertical “smearing” by the
large-amplitude diurnal oscillations. The resultant along-isopycnal averages are
then plotted as a function of mean isopycnal depth. This “semi-Lagrangian” ap-
proach will be used throughout this paper. The energy density, Epeqs, Was calcu-
lated as

[(n*)N? + (U?) + (V)] (3)

Emeas =

1
2
where

() = /f T (w0} @)

N
(U2, v?) = /f [@u(w), &4(w)]dw 5)

®,(w) is the power spectral density of RSVP isopycnal displacements,

®.(w), ®(w) are the power spectral densities of orthogonal velocity components,
and f and wyy, are the local inertial frequency (= 1.45 x 10~* s~1) and the
Nyquist frequency (wny, = 1 cycle per hour for RSVP data) respectively. The
vertical velocity variance is negligible compared with the horizontal components,
and is therefore ignored in determining E,,.q,.
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4 periods.

The highest dissipation rates and energy densities occur in the upper, strongly
stratified pycnocline, with a decay to lower values in the less strongly stratified re-
gion associated with the Atlantic Water core near 250 m. Based on these profiles,
we consider the pycnocline to consist of 3 regions; the strongly stratified upper
pycnocline, 100 < z < 170 m; a transition zone, 170 < z < 220 m; and the lower
pycnocline, 220 < z < 270 m. The wave field experienced by each region in each
period varies widely, with commensurate changes in the mean dissipation rates.

Table 1 presents some basic characteristics of the IW field for each of the time
and depth ranges. Buoyancy frequency changes by a factor of about two from
the upper (U) to lower (L) pycnocline, however the mean profile of N(z) changes
very little from one period to the next. Except for the first period, however, the
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energy density scaled by the N-scaled GM level varies significantly with depth,
indicating that WKB scaling of the wave field is not valid. The measured dis-
sipation rate varies from about 1 x 107° to 20 x 10~°m?2s™3, however, values
of less than 2 x 10™°m2s~2 may be seriously biased by noise (see the descrip-
tion of the RSVP, above). The rms internal wave band strain, A{gf’,m_ s> 1S @ mea-
sure of the IW-induced variability of N, and is discussed in more detail below.

Table 1: Mean properties of the internal wave field and dissipation rates for the
four time periods shown in Fig. 5, and for mean isopycnal depth ranges of 100~
170 m (U), 170-220 m (T), and 220-270 m (L). Tabulated parameters are: buoy-
ancy frequency, (N) (x1072 s71); mean energy density, (Emeqs) (X107 m?s~2);
mean energy density scaled by N-scaled Garrett-Munk energy density, E,;

rms internal-wave-band strain evaluated over 10-m mean isopycnal separation,
/\;;‘:rm o; equivalent number of vertical modes, j.; measured mean dissipation rate,

€meas (X1079m?s7?); and decay time scale, T = (Emeas)/€meas (days).

Period Depth (N) (Emeas) (Emeas)/Eo  Morms Jx  €meas T
range
1 U 6.7 1.12 0.30 - 6 20 6
T 48  0.66 0.25 - 6 1.2 6
L 29 041 0.26 - 6 16 3
2 U 6.7 2.23 0.60 037 7 7 4
T 48  2.66 1.01 040 7 4 8
L 29 2.24 1.40 048 7 20 13
3 U 6.7 579 1.56 043 4 20 3
T 48  4.09 1.55 051 4 16 3
L 29  3.95 2.48 053 4 9 5
4 U 6.7 416 1.13 036 5 6 8
T 48  3.33 1.26 039 5 4 10
L 29 3.5 2.22 032 5 20 20
3 - -

GM 52 2.9 1.0 0.27

A particularly interesting aspect of data from the Arctic Ocean is the close prox-
imity of the semi-diurnal tidal lines to the inertial frequency, f. For example, at
83° N, the frequency of the M, tidal line is about 0.97f. Therefore, while the M,
tide is formally a subinertial oscillation, the addition of relatively little negative
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relative vorticity, —|(|, to the planetary vorticity can result in the M, baroclinic
tide becoming a free wave (i.e. w > f — |¢/2|). This effect is discussed in more
detail in D’Asaro and Morison (1991). Perhaps more importantly, it becomes dif-
ficult or impossible to determine the free wave contribution from a near-inertial
spectral peak, especially when measured from a non-stationary ice camp.

Fig. 7 shows frequency spectra for several relevant variables during the ice drift.
These spectra are taken along an isopycnal with a mean depth near 150 m, near
the € peak, for the period 97.0 < ¢ < 113.0. The velocity spectrum is dominated
by diurnal energy, with a secondary peak, as expected, near the inertial frequency.
The cartesian coordinate shear spectrum shows that the diurnal tide is almost
entirely barotropic, so that the near-inertial peak dominates. When the magni-
tude of the shear vector is analyzed (Fig. 7d) the dominant peak is again near-
inertial, consistent with a shear vector that rotates with time rather than showing
appreciable magnitude changes. Other spectra show the principal frequencies of
variability in N, strain, and €, and will be discussed further below. However, for
the moment it is worth noting that the dominant time scales for variability of €
are diurnal and approximately 6 hours, the latter not corresponding to significant
peaks in any of the obvious forcing functions.

With this degree of wave field variability in mind, we now consider higher order
statistics of the displacement field, to see if there might be some obvious reason
for the failure of the G89 model in this environment. One possible candidate is
the effective vertical wavenumber bandwidth, 8,, which appears in the McCo-
mas and Miiller (1981) and Henyey et al (1986) models (Egs. 9 and 10, below).

In practice, because 8, is expected to be a function of N , we consider instead the
variability in the “equivalent number of vertical modes”, j, = bN,B,/mN, where
N, is a canonical buoyancy frequency (0.0052 s~1), and b is the scale depth of the
thermocline (1300 m). A typical mid-latitude value is j, = 3.

Desaubies and Smith (1982) used an analytical approximation (Desaubies and
Gregg, 1981) to the GM spectrum to show that shear variance was simply related
to kinetic energy density by

(UZ) = B.B(U?) (6)

where f. is the cutoff wavenumber in the IW field, which Gargett et al (1981)
suggested was constant at about 0.6 m~!. Desaubies and Smith argued that the
statistics of mixing in a GM IW field are dependent only on the rms strain, Ay,

where
Xims = {(81/82)?) )

and 7 is an isopycnal displacement from its mean position. Desaubies and Smith
speculated that the (at the time) apparent constancy of Ay, in the open ocean
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Fig. 7. Area-preserving frequency spectra of (a) currents, (b) shear components,
(c) buoyancy frequency, (d) shear magnitude, (e) strain, and (f) pycnocline-
averaged dissipation rate.

indicated that the e was related to the saturation of the IW field at a level where
breaking instabilities rapidly drained energy from the waves. Their numerical
simulations indicated that e was extremely sensitive to A;ms, as well as being
strongly influenced by the addition of near-inertial shear to the GM level. The
overall result was a model which, while producing plausible diffusivities, was too
sensitive to be usefully applied to field measurements. Nevertheless, the con-

cept that strain might be an important parameter to monitor is valuable, and we
shall show below that the CEAREX data set exhibits strain rates which are much
larger than are typical in the mid-ocean thermocline.
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As with other analyses in this paper, strain is measured in isopycnal-following
coordinates. We have traced 100 isopycnals, having a mean separation of Az =
1.7 m, and spanning the range of 100 to 270 m mean isopycnal depth, through
the RSVP data set between t=96.0 and t=114.0. The original profiles were pre-
filtered to 0.7 m resolution in order to minimize the impact of salinity spiking. A
local value of strain is estimated as
zZi)—n(Z + 6

As = n(z) 767( i ) (8)

where é is the mean separation of isopycnal pairs between which strain is being

estimated. For consistency with G89 we will generally use A\;o. This choice of
6 = 10 m also reduces the noise associated with interpolation from the equi-

spaced (in depth) original profiles. The time series for finite-differenced strain
between each isopycnal pair is then filtered to remove variability at frequencies
below 0.8f, most of which is due to compression of isopycnals as the barotropic
diurnal tidal currents flow across the plateau slope. The rms strain is then sim-
ply the square root of the variance of A5 evaluated throughout the time and depth
ranges of interest. The value of A,ms, based on a 10 m mean isopycnal separation
and after filtering, is denoted /\i;‘:rm s- Values of /\;;V,rm s are included in Table 1
for the three depth ranges and the latter three time periods (there were insuffi-
cient profiles in the first period to allow reliable isopycnal tracking). However,
note that the true rms strain (Eq. 7) is very sensitive to the cutoff wavenumber
of the wave field: the choice of f.=0.63 m~! is based on Gargett et al (1981),
rather than being substantiated by the present data.

The values of /\;:,V,rms in Table 1 are all much larger than the 10 m rms strain
expected for a GM ocean with j, = 3. The dissipation rate which the De-
saubies and Smith model therefore predicts is orders of magnitude higher than
in a canonical ocean. There is a trend in periods 2 and 3 towards higher strain
rates with decreasing N. Desaubies and Smith (1982) noted that, with a WKB-
scaled wave field, As,rms should be independent of depth (and N). As we found
with the N-dependence of energy density, this result suggests that WKB scaling
is inappropriate to the present environment.

Another aspect of the wave field which deviates markedly from the GM76 as-
sumptions is the presence of intermittent, but large-amplitude, wave packets.

Fig. 8 shows the passage of one such packet as measured from a thermistor
moored at 150 m. As suggested by PD91, there is some evidence that the mix-
ing rates are correlated with these wave packets, which are in turn weakly cor-
related with the observed amplitude of the diurnal currents. One hypothesis

is therefore that these waves are generated somewhere over the Plateau by the
cross-shelf flow of the diurnal tide, then propagate towards deep water. While the
generation mechanism itself is unclear, this scenario is supported by D’Asaro and
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Morison’s (1991) estimates of the decay scale of shear variance away from topog-

. raphy, and our own observations of the spatial dependence of € from O Camp.
Furthermore, both ice tilt measurements (P. Czipott, pers. comm., 1990) and
estimates of phase propagation from the horizontal array of T, C' and current
sensors at O Camp indicate a cross-slope phase propagation towards deeper wa-
ter. Coherent wave packets such as this violate the GM76 assumptions both of
random phase between different waves, and isotropy. It is not clear how to take
such packets into account, other than to re-run the HWF eikonal model with such
waves included, however there is a strong possibility that such anomalous waves
contribute substantially to the observed mean mixing rates.

The anisotropic nature of these near-N waves is also apparent in plots of the ver-
tical coherence of semi-Lagrangian alongslope and cross-slope currents as a func-
tion of frequency (Fig. 9). While there is no anisotropy apparent in energy den-
sity when smoothed over a number of days, the cross-slope current is much more
vertically coherent than the alongslope current. Our view is that this relatively
high coherence arises from the passage of these near-N wave packets, even though
the contribution of the packets to the time-averaged near-N energy density is
small.
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Finally, we are left not fully understanding the cause of the 6-hour peak in the
area-preserving spectrum of e (Fig. 7f). We have seen (Figs. 7c and 7d) that no
such peaks exist in the density gradient or shear magnitude spectra. A cross-
spectrum of shear magnitude and N shows no coherence at this frequency. How-
ever, a small but significant coherence is found near 4 cycles/day in the cross-
spectrum of cross-slope shear with N, and similarly with along-slope shear and
N. We postulate that the high frequency wave packets are in some way related
to the 6-hour waves, and that the enhanced mixing at this periodicity is related
to low Richardson number events which occur on time scales which are too short
to be resolved by the present CTD data. Fig. 10 shows the band-passed (1/7 to
1/5 hour) isopycnal displacements plotted as a function of mean isopycnal depth,
for the 5-day period when mixing was most energetic. There is evidence of both
downward energy propagation (upward phase), particularly in the first 2 days,
and upward energy propagation for 107 < ¢ < 109.5. The highest dissipation rates
(Fig. 4) occur during the period of upward energy flux in this frequency band.
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Fig. 10. Band-passed (1/7< w < 1/5 cph) density field for the period 105 <
t < 110. For presentation, the mean density at each depth has been added to the
band-passed signal.

Carrying this scenario further, we suspect that the 6-hour waves might be gener-
ated at the seabed as a higher harmonic of the cross-slope diurnal tidal current,
propagate upwards into the main pycnocline, then create the near-N wave packets
as a response to the rapidly increasing shear as the vertical wavelength is com-
pressed by increasing N. This would be consistent with the highest values of €
being found below the depth of maximum N (see Fig. 6), since significant energy
would presumably be lost from the upward-propagating waves in this region.
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The proposed mechanism (above) is clearly highly speculative, and it is probable
that it will remain so in the foreseeable future. The available bathymetry in this
region is totally inadequate for an assessment of the bottom slope in any detail,
while the buoyancy frequency profile of the deep ocean in this region is also inad-
equately sampled. It is therefore not possible to construct a robust model of wave
reflection and propagation in this region. Nevertheless, we believe that all the

data point towards a vertical anisotropy in the wave fluxes, at least within certain
frequency bands, which again is a violation of the GM tenets.

DISSIPATION RATE MODELS

We have shown in the previous Section that the wave field during the CEAREX
O Camp drift differs in many respects from the canonical GM wave field. It
would not be surprising, therefore, if models based on the GM parameterization
failed to adequately describe € in such anomalous wave fields. Nevertheless, as
was suggested in the Introduction, an approximate model might still prove valu-
able by overcoming the necessarily limited sampling domain of most microstruc-
ture and XCP surveys. We therefore consider some basic statistical properties
which might allow existing models to be extended to cope with this new data set.
We emphasize, however, that this effort does not imply increased deterministic
knowledge of the processes involved in energy transfer through anomalous wave
spectra. The aim is simply to look for a refined empirical model which might be
useful while the wave field dynamics continue to be explored.

A complete discussion of existing models of & related to properties of the IW
field is given in Wijesekera er al. (1991). We simply provide the relevant
equations against which the CEAREX data will be compared.

The model of McComas and Miiller (1981) (hereinafter MM), which is based on
weak resonant interactions between internal waves, is:

. _ ( 27m
MM 324/10
where E;,, (= E/0>NN,) is the GM dimensionless energy.

+ ) PPN R, 9)

The model of Henyey, Wright and Flatté (1986) (hereinafter HWF) is based on
an eikonal approach in which the nonlinear interactions are dominated by scale-
separated interactions, with no effect on the large-scale background field. HWF
predict a mean value of € in a GM ocean of

1.67, .. N
€awr = [T] fiZ0*N2E?  cosh™! [7] (10)
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Note that the forms of ¢,,,, and €, . are similar: as G89 noted, €,,,, = Te wr
for reasonable values of f and N.

Finally, the G89 model, expressed in terms of 10 m shear, Sy, is

_ _10 {N?) (S},)
€oes = 7% 10 NI (sioy (11)

where (52 ) is the variance of shear at vertical scales greater than 10 m in the
GM canonical, N-scaled ocean. If, as G89 assumed, the 10 m shear variance is
simply related to the energy density by

Sfo = EIW
S<2;M EGM ’

(12)

where E,,, = Epeas/b* NN,, then €, = €, for the mid-latitude data which
he considered, provided GM canonical values of j. (=3) and b (=1300 m), are
used in calculating €,,,, . G89 also investigated the f-dependence in the other
models, but the test was inconclusive. The evaluation of S%; from the O Camp
ADCP data is difficult: Wijesekera et al.(1991) attempt to quantify the shear
variance which is not resolved as a result of the vertical averaging scales for cur-
rents and finite-differencing to obtain shear; however the result is very sensitive to
the choice of cutoff wavenumber, 3., and the slope of the shear spectrum at the
unresolved wavenumbers. For comparison with the measured dissipation rates, we
therefore introduce an ”energy-dependent” Gregg model, €., based on (11) and
(12): >
2\ 12
€ =7x10”1°<N—Q—W 13

The essential difference between Gregg’s scaling model and the MM and HWF
models is that Gregg’s model requires measurements of the velocity shear, while
the MM and HWF models require estimates of the wave field energy density,
FEneas, and the vertical wavenumber bandwidth, expressed as an equivalent num-
ber of vertical modes, j,. Since energy density is relatively easily obtained from
current meter moorings, the problem is therefore in estimating j.. Gregg’s as-
sumption that j,=3 is clearly not universally true: previous work in the Canada
Basin (Levine, 1990; D’Asaro, pers. comm., 1990) indicate that j, ~ 30 — 60 in
that region. The Canada Basin is a site where Ep,¢q5 is only about 10% of GM,
but the shear variance associated with the greater number of equivalent modes is
much closer to mid-latitude levels. We estimate j, in the present data by calcu-
lating the correlation, r, between pairs of isopycnals with a mean separation of
about 10 m. Then, for 8, > B., B« = —In(r)/§ : é§ = 10 m (from Desaubies
and Smith (1982), Eq. 16). The value of j. is then given by bN,8./nN. The
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measured vertical coherences indicate that j, ~ 6 during CEAREX, although

it actually varies from about 4 to 7 between periods (Table 1). The MM and
HWF models therefore predict values of ¢ which are about 4 times greater than
for j. = 3. The f-scaling in those two models also implies dissipation rates which
are a factor of two higher in the Arctic than at mid-latitudes.

It is not known yet why j, in the Arctic is larger than in the deep, mid-latitude
oceans. Nevertheless, if an experiment is somehow able to estimate J», then pre-
dictions of € could be made based on both E and J+. Table 2 shows how the three
models compare with the measured averages for the same time and potential
density ranges discussed above. In the mean, the energy-based, modified Gregg
model underestimates €., by about a factor of 6, although a factor of two im-
provement occurs if the prediction is f-scaled. MM overpredicts €meqs by a factor
of 3, while HWF underpredicts by a factor of 2.3. However, there is a large scat-
ter in predictive ability for each model between different time and depth ranges.

Table 2: Measured mean dissipation rate, €peqs (x107°m2s~2); and model predic-
tions scaled by €,,¢q5 for the time and depth ranges shown in Table 1.

Period Depth €neqs € Enmw P €\
range

1 U 2.0 0.55 0.07 0.06 -
T 1.2 0.33 0.04 0.03 -
L 1.6 0.09 0.01 0.01 -

2 U 7 2.0 0.29 0.06 0.21
T 4 5.0 0.73 0.15 0.73
L 2.0 7.0 1.0 0.21 2.1

3 U 20 1.55 0.22 0.14 0.90
T 16 0.94 0.13 0.09 1.13
L 9 1.56 0.22 0.14 2.11

4 U 6 4.17 0.60 0.25 0.77
T 4 4.0 0.58 0.24 1.03
L 2.0 9.0 1.3 0.53 1.05

-~ Mean - - 3.02 0.43 0.16 1.02
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The final column in Table 2 is an empirical prediction of dissipation rate, based
on the assumption that the higher strain rates are indicative of higher shear
and/or greater probability of instabilities occurring in the wave field. We assume
that the strain-based predicted dissipation rate, ey, is given by

w
— -10 <N2> ’\IO,rms 4
€ex = 7x10 Nz (/\fos,rm_,) (14)

i.e. functionally similar to the G89 version (Eq. 11), with rms strain replacing
shear. The 10-m strain in the GM canonical wave field, following Desaubies and
Smith (1982) is Ajg yms & 0.27. The mean predictive ability of this empirical
model is exceptionally good. We emphasize that there is little theoretical justi-
fication for this model, which is a hybrid of Gregg’s scaling arguments and De-
saubies and Smith’s strain-based numerical simulations. In a GM wave field,
shear is predominantly near-inertial, while the peak in the strain spectrum is
shifted towards higher frequencies. In the present data set, the internal wave con-
tinuum, w > f, is amplified more than the near-inertial band near the plateau,
so that the ratio of rms strain to rms shear is increased. Our results suggest that
variability of NV in the present data set will therefore be more important to the
~occurrence of the low Richardson number events (which we believe lead to tur-
bulence) than in the mid-ocean thermocline, where variability of shear is most
significant. Since both the G89 and Desaubies and Smith models assume a fixed
relationship between rms shear and strain, it is impossible to determine whether
strain should be the correct variable to track.

With the above caveats in mind, however, the apparent success of strain-based
scaling of dissipation (assuming that the data sets analyzed by G89 all have
canonical strain rates), suggests that dissipation rates can be estimated with some
success from measurements of IW energy density and strain. A mooring with ade-
quate vertical and temporal resolution of the density field might therefore be used
to obtain dissipation rates on sufficiently large vertical and temporal scales, say
50 m and several days. These requirements would be most easily met by suffi-
ciently rapid automatic yo-yo CTD devices with resolutions of about 1 m and a
sampling rate greater than about 1 cycle/hour. The vertical span of the profile
would need to encompass the upper and lower bounds of isopycnal excursions,
which have rms vertical motions of O(10) m in a GM ocean.
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SUMMARY

Our studies of simultaneous measurements of IW properties and microscale dis-
sipation rates in a region where many of the GM assumptions do not hold (al-
though E,, /E.,, = O(1)), leads us to the following conclusions.

(1) Large values of € are found where the wave field is not well modeled by a
Garrett-Munk spectrum, even where the energy density is comparable to
the canonical values.

(2) Some modelling success might still be achievable in these regions, provided
the vertical wavenumber bandwidth, ., can be estimated (perhaps from
vertical and/or horizontal coherences in either the velocity or hydrographic
fields). Automated yo-yo CTD profilers and a vertical current meter ar-
ray appears to be the most likely technique for acquiring the required data
from moorings.

We believe that it is still too early to claim even a “first-order” understanding of
the processes by which energy is transferred through the IW spectrum to the dis-
sipation scales. There is, however, some prospect that sufficiently robust empir-
ical models can be developed to allow predictions of € from long-term moorings,
at least to within the accuracy obtainable by extrapolating the estimates from
short-duration microstructure programs.
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relative vorticity, —|(|, to the planetary vorticity can result in the M, baroclinic
tide becoming a free wave (i.e. w > f — |¢/2|). This effect is discussed in more
detail in D’Asaro and Morison (1991). Perhaps more importantly, it becomes dif-
ficult or impossible to determine the free wave contribution from a near-inertial
spectral peak, especially when measured from a non-stationary ice camp.

Fig. 7 shows frequency spectra for several relevant variables during the ice drift.
These spectra are taken along an isopycnal with a mean depth near 150 m, near
the € peak, for the period 97.0 < ¢ < 113.0. The velocity spectrum is dominated
by diurnal energy, with a secondary peak, as expected, near the inertial frequency.
The cartesian coordinate shear spectrum shows that the diurnal tide is almost
entirely barotropic, so that the near-inertial peak dominates. When the magni-
tude of the shear vector is analyzed (Fig. 7d) the dominant peak is again near-
inertial, consistent with a shear vector that rotates with time rather than showing
appreciable magnitude changes. Other spectra show the principal frequencies of
variability in N, strain, and €, and will be discussed further below. However, for
the moment it is worth noting that the dominant time scales for variability of €
are diurnal and approximately 6 hours, the latter not corresponding to significant
peaks in any of the obvious forcing functions.

With this degree of wave field variability in mind, we now consider higher order
statistics of the displacement field, to see if there might be some obvious reason
for the failure of the G89 model in this environment. One possible candidate is
the effective vertical wavenumber bandwidth, 8,, which appears in the McCo-
mas and Miiller (1981) and Henyey et al (1986) models (Egs. 9 and 10, below).

In practice, because 8, is expected to be a function of N , we consider instead the
variability in the “equivalent number of vertical modes”, j, = bN,B,/mN, where
N, is a canonical buoyancy frequency (0.0052 s~1), and b is the scale depth of the
thermocline (1300 m). A typical mid-latitude value is j, = 3.

Desaubies and Smith (1982) used an analytical approximation (Desaubies and
Gregg, 1981) to the GM spectrum to show that shear variance was simply related
to kinetic energy density by

(UZ) = B.B(U?) (6)

where f. is the cutoff wavenumber in the IW field, which Gargett et al (1981)
suggested was constant at about 0.6 m~!. Desaubies and Smith argued that the
statistics of mixing in a GM IW field are dependent only on the rms strain, Ay,

where
Xims = {(81/82)?) )

and 7 is an isopycnal displacement from its mean position. Desaubies and Smith
speculated that the (at the time) apparent constancy of Ay, in the open ocean
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