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ABSTRACT

Decade-long surface meteorological measurements from a Japan Meteorological Agency buoy at 29°N, 135°E are analyzed to elucidate the surface air–sea flux forcing in the western North Pacific Ocean. Besides the well-defined annual cycles, the observed heat and momentum fluxes are dominated by signals related to synoptic-scale weather disturbances. The synoptic-scale heat flux signals have a dominant time scale of 3–14 days, whereas the wind stress signals have a scale of 2–8 days. A comparison between the heat fluxes estimated using the buoy measurements and those from the NCEP reanalysis reveals that the daily NCEP product overestimates both the incoming solar radiation at sea surface and the turbulent heat flux amplitude associated with the individual weather events. The rms amplitude of the synoptic-scale net heat flux of the NCEP product is found to be positively biased by 23%. Despite this amplitude bias, the NCEP product captures the timing and relative strength of the synoptic-scale net heat flux forcing very well. A favorable comparison is also found between the daily surface wind stress forcing from the buoy and that from the NCEP product on the synoptic time scales. Using a bulk surface mixed layer model, we find that the synoptic-scale forcing can significantly change the SSTs in spring–summer seasons. The synoptic-scale heat flux–induced SST anomalies have a typical amplitude of 6°C, whereas the wind-induced SST anomalies depend on the accumulation of large-amplitude wind events. Excessive accumulation, which occurred, for example, in 1997, can result in unseasonally cold summertime SST anomalies. From both the observations and the model, the frequency spectra for the synoptic-scale SST signals show a clear \( \omega^{-2} \) dependency. While this dependency is consistent with the “white” surface heat flux forcing in the frequency band of 1/100–1/16 days, short-term mixed layer depth changes induced by the synoptic-scale atmospheric forcing are argued to be important in determining the SST spectral shape in the higher-frequency band.

1. Introduction

With the cold, dry air of the Eurasian continent overriding the warm waters transported by the oceanic western boundary current from the Tropics, the midlatitude western North Pacific Ocean is where heat exchange across the air–sea interface is the largest in the Pacific Ocean (Talley 1984; Hsiung 1985). Offshore of Japan, for example, the wintertime December–February (DJF) mean heat loss from the ocean to atmosphere can reach a regional maximum as high as 350 W m\(^{-2}\) (Fig. 1a). Coupled with the intense surface wind forcing, this large heat loss contributes to the regional formation of the subtropical and central mode waters [see Hanawa and Talley (2001) for a comprehensive review]. Through lateral induction of the thermocline water across the spatially sloping mixed layer, the excessive heat loss region of the western North Pacific is also where subsurface temperature anomalies can be preferentially entrained to the surface mixed layer (Qiu and Huang 1995), providing a source for nonseasonal sea surface temperature (SST) anomalies.

While the climatology of the surface heat flux forcing, such as that presented in Fig. 1a, is well established, our understanding of the shorter-time-scale air–sea flux forcing remains more fragmentary. This deficiency in our understanding owes largely to the lack of in situ surface meteorological measurements over the open oceans. In the midlatitude eastern North Pacific, long-term surface meteorological measurements are limited to the Ocean Weather Stations Papa (OWS P; 50°N, 145°W) and November (OWS N; 30°N, 140°W), and in the western North Pacific, they are limited to several Japan Meteorological Agency (JMA) buoys in the seas around Japan. The in situ measurements from the OWSs P and N have been used extensively in the past in testing and improving ocean mixed layer models (e.g., Martin 1985; Gasper 1988; Large 1996). In contrast, the in situ data from the JMA buoys in the western North Pacific have been utilized less frequently because of the complications of strong lateral current advection (Kurasawa et al. 1983; see Fig. 1b) and active mesoscale eddy activity.
In recent years, many data analysis studies have highlighted the interannual-to-decadal SST changes in the western North Pacific (e.g., Miller et al. 1994; Deser and Blackmon 1995; Nakamura et al. 1997). Numerical modeling studies by Latif and Barnett (1996), Peng et al. (1997), and Barnett et al. (1999) have further shown that these SST anomalies can influence the overlying atmospheric circulation by changing the baroclinicity and positions of midlatitude storms, leading to an enhancement in the decadal variability of the midlatitude North Pacific climate system. Given its importance to the oceanic ventilation processes and the SST signals, a careful examination of the air–sea flux forcing in the western North Pacific is clearly called for.

The objective of this study is to first document and evaluate the long-term, air–sea flux time series using the in situ measurement data from the JMA buoy 21004. As shown in Fig. 1, the buoy was located at 29°N, 135°E and was known formerly as OWS T (e.g., Kurasawa et al. 1983). Situated in the Kuroshio recirculation south of Japan, buoy 21004 is close to the center of the maximum wintertime heat loss from the ocean to the atmosphere. Our analyses focus on the 1990s because this is the decade in which high-quality, continuous measurements were obtained by the buoy (JMA 2001).

In the past, gridded surface heat flux products from operational weather forecast assimilation and analysis models have been used in studies investigating the western North Pacific SST variability (e.g., Qiu 2000; Vivier et al. 2002; Kelly 2004). The long-term JMA buoy observations provides us with a unique reference dataset to compare in situ measurements with those from the operational models. For comparisons in this study, we use the daily reanalysis product from the National Centers for Environmental Prediction (NCEP; Kistler et al. 2001).

The second objective of this study is to investigate how the observed surface flux forcing, especially that at the submonthly time scale, can affect the surface ocean thermal structure. Reflecting the midlatitude synoptic-scale weather disturbances, submonthly high-frequency forcing prevails in the western North Pacific throughout the year. To fully understand the effect of this forcing would involve clarifying dynamically and thermodynamically coupled processes in a three-dimensional setting. This, unfortunately, is beyond the scope of the present study. In this paper, we instead focus only on the thermodynamic effect of the synoptic-scale heat flux and wind forcing. Specifically, by adopting the mixed layer model of Price et al. (1986, hereafter PWP), we examine how the observed high-frequency forcing can impact upon the mixed layer depth and sea surface temperature signals.

Following a brief description of the JMA buoy measurements in the next section, we discuss the observed surface heat and momentum fluxes evaluated from the bulk formulas. Section 3 provides comparisons between the buoy-derived surface heat and momentum flux time series and the surface flux product from the NCEP reanalysis. In section 4, we explore the impact of the synoptic-scale surface forcing upon the upper-ocean thermal structures. Results of this study are discussed and summarized in section 5.

2. JMA buoy measurements

Operational buoys have been deployed by JMA in the seas around Japan for meteorological and oceanographic observations in the past decades. Buoy 21004 (Fig. 1) was equipped to measure air temperature, wet-bulb temperature, solar radiation, air pressure, and wind speed/direction. Below the air–sea interface, water temperatures near the surface and at the depths of 50 and 100 m were also measured. Sampling interval was nominally 3 h and increased to hourly when the wind speed exceeded 35 kt (≈18 m s⁻¹).

To determine the turbulent (i.e., sensible + latent) heat fluxes from the in situ buoy measurements, we adopt in this study the Coupled Ocean–Atmosphere Response Experiment (COARE) flux algorithm developed by Fairall et al. (1996). In addition to the Tropical Ocean Global Atmosphere (TOGA) COARE program, the bulk formulas of Fairall et al. have in the past been used to evaluate the turbulent heat fluxes for the Subduction
Experiment in the midlatitude North Atlantic (Moyer and Weller 1997; Josey 2001) and for the Arabian Sea Experiment in the Indian Ocean (Weller et al. 1998). In applying the Fairall et al. (1996) algorithm, we first calculate relative humidity from the air temperature, wet-bulb temperature, and air pressure data. Sensible and latent heat fluxes are then computed with the input of the observed wind speed, air temperature, relative humidity, air pressure, and SST values to the algorithm. The daily mean values are finally formed by averaging the 3-hourly estimates.

To obtain the net shortwave radiation at the sea surface (\(Q_{sw}\)), we use the observed solar radiation multiplied by \((1 - \alpha)\), where \(\alpha\) is the surface albedo. For the value of \(\alpha\), which is a function of the atmospheric transmittance and solar altitude, we follow Payne’s (1972) Table 1, with the atmospheric transmittance calculated as the ratio of the measured solar radiation to the insolation at the top of the atmosphere.

To obtain the net longwave radiation (\(Q_{lw}\)), we use the following bulk formula (see Berliand and Berliand 1952; Fung et al. 1984):\[
Q_{lw} = -\varepsilon \sigma T_s^4(0.39 - 0.05 \sqrt{e_r})(1 - 0.64C^2) \\
- 4\varepsilon \sigma T_s^4(T_a - T_s),
\] (1)
where \(\varepsilon\) is the longwave emissivity at the ocean surface (0.98), \(\sigma\) is the Stefan–Boltzmann constant \(5.67 \times 10^{-8} \text{ W m}^{-2} \text{K}^{-4}\), \(e_r\) is the near-surface vapor pressure, and \(T_a\) and \(T_s\) are the air and surface water temperatures, respectively, in kelvins. In Eq. (1), the term \((1 - 0.64C^2)\) represents the cloud correction, with \(C\) denoting the fractional cloud cover (Clark et al. 1974). Because \(C\) is not a directly measured quantity, we follow Reed’s (1977) formulation and estimate its value inversely from the measured solar radiation (\(Q_{sol}\)) and the clear-sky insolation (\(Q_{cls}\)):\[
Q_{net} = Q_{cls}(1 - 0.62C - 0.0019A),
\] (2)
where \(A\) is the noon solar altitude in degrees. Like the turbulent heat flux data, the daily mean radiative heat flux (i.e., \(Q_{sw} + Q_{lw}\)) values are formed by averaging the 3-hourly estimates.

To calculate the surface momentum fluxes, we use the bulk formula: \(\tau = \rho_a C_d |\mathbf{u}_w| \mathbf{u}_w\), where \(\rho_a\) is the air density and \(\mathbf{u}_w\) is the wind velocity at 10-m height. For the drag coefficient, \(C_d\), the following empirical formula presented by Large (1996) is adopted:
\[
C_d = \left(\frac{2.70}{|\mathbf{u}_w|} + 0.142 + 0.0764|\mathbf{u}_w| \right)10^{-3}. \quad (3)
\]

Figure 2 shows the time series of the daily turbulent and radiative heat fluxes measured by the JMA buoy 21004.

FIG. 2. Time series of the daily radiative (net shortwave + net longwave) and turbulent (latent + sensible) heat fluxes measured by the JMA buoy 21004.
the surface wind stress forcing has a weaker annual cycle and that the high-frequency signals have more energy in the higher frequency band of 1/8–1/2 days (see Fig. 3b). The reason for this latter difference is in part due to the fact that the turbulent heat fluxes are related linearly to the surface wind signals, whereas the wind stresses are proportional to the square of the surface wind signals.

3. Air–sea flux comparisons

Given their global coverage and temporal continuity, air–sea flux products from operational forecast models have been widely used as the surface boundary conditions for ocean modeling studies. In this section, we compare the daily heat and momentum fluxes determined from the buoy measurements with those from the NCEP reanalysis (Kistler et al. 2001).

a. Annual cycles of surface heat fluxes

Figure 5 compares the monthly mean turbulent and radiative heat fluxes from the buoy data and the NCEP product for the period from October 1990 to June 2000.

For the turbulent heat fluxes, the buoy estimate has a seasonally varying amplitude smaller than that of the NCEP product. The discrepancy between the two estimates is particularly large (~80 W m$^{-2}$) during the winter season. As will become clear in the following subsection, this discrepancy is attributable to the fact that the NCEP product persistently overestimates the magnitude of the wintertime storm-induced heat loss from the ocean to the atmosphere. Similar bias has been identified in previous studies that compared the NCEP turbulent heat fluxes with available in situ measurements in other areas of the world’s oceans (e.g., Moyer and Weller 1997; Smith et al. 2001; Josey 2001).

For the radiative heat fluxes, Fig. 5b shows that the buoy estimate has its monthly mean values also smaller than the NCEP product. Because the radiative and turbulent heat fluxes contribute oppositely to the net surface heat flux ($Q_{net}$), the discrepancy between the buoy and NCEP in terms of $Q_{net}$ is somewhat smaller: the rms difference between the monthly buoy and NCEP $Q_{net}$ values is 33.4 W m$^{-2}$. Averaged annually, the net surface heat flux at the buoy site is $-58.8$ W m$^{-2}$ from the buoy measurements, while that of the NCEP product is $-75.7$ W m$^{-2}$.

Surface heat flux climatologies over the world’s oceans have been compiled by several previous studies. To put the buoy result in the context of climatology, we
have also included in Fig. 5 the monthly turbulent and radiative heat flux values from the Southampton Oceanography Centre (SOC) climatology (Josey et al. 1998).

Figure 5a shows that the monthly, buoy-based turbulent heat flux values agree exceptionally well with those of the SOC climatology. However, a persistent bias exists between the buoy and SOC's radiative heat fluxes (Fig. 5b). This bias is largest during the spring and summer seasons wherein the SOC climatology exceeds the buoy estimate by \( \pm 40 \) W m\(^{-2}\). A check into the flux components indicates that much of this bias stems from the difference in the estimated net shortwave radiation \( (Q_{sw}) \) values. Notice that while the surface solar radiation is a directly measured quantity by the JMA buoy, the \( Q_{sw} \) climatology of SOC used Reed's (1977) empirical formulation based on clear-sky solar radiation and the estimated monthly mean fractional cloud cover [i.e., Eq. (2)].

By comparing concurrent measurements of the incoming solar radiation and the cloud cover at JMA observatories around Japan, a recent study by Kizu (1998) found that Reed's (1977) formulation consistently overestimates the incoming solar radiation at the sea surface. The overestimation was identified by Kizu to be particularly severe under overcast conditions, which prevail in spring and summer seasons in the regions surrounding Japan. Our comparison shown in Fig. 5b is consistent with the findings by Kizu (1998), suggesting that care is needed in using the SOC's radiative heat flux climatology in cloudy regions, such as the western North Pacific.

b. Synoptic-scale net heat fluxes

For a visual comparison between the high-frequency net surface heat flux signals, we superimpose in Fig. 6 the \( Q_{net} \) time series from the buoy and the NCEP product. Notice that for brevity, only two segments (which are representative of the remaining time series of the 1990s) are shown. Overall, the two time series compare quite favorably, with the NCEP time series capturing most of the storm-related, large-amplitude fluctuations during the fall and winter seasons. In the summer season, although some of the differences appear more apparent, the timing of individual perturbations seems again to match quite well.

For a more quantitative comparison between the \( Q_{net} \) time series from the buoy and NCEP, we calculate their coherency (\( \gamma \)) and phase lag using the concurrent \( Q_{net} \) data available in the period from October 1990 to June 2000 (see Fig. 7). Here, \( \gamma \) is defined as \( \frac{S_x(\omega)}{[S_x(\omega)S_y(\omega)]^{1/2}} \), where \( \omega \) is frequency, \( S_x(\omega) \) and \( S_y(\omega) \) are the autospectral density functions of the buoy and NCEP \( Q_{net} \), and \( S_{xy}(\omega) \) is their cross-spectral density function. As can be anticipated from Fig. 6, the coherency between the buoy and NCEP time series is high (\( \gamma > 0.5 \)) and there exists no appreciable phase difference between the two signals with frequencies lower than 1/3 days. For signals with higher frequencies, the
coherency becomes lower and there appears a tendency for the NCEP signals to lag those observed by the buoy.

Notice that although the timing of individual events matches well, a close look at Fig. 6 reveals that the NCEP product tends to overestimate the amplitude of the heat loss from the ocean to atmosphere. Accumulation of this overestimation results in the bias with the NCEP monthly mean turbulent heat flux values being larger than those estimated from the buoy as we found in Fig. 5a. To quantify this bias in the synoptic-scale net heat flux forcing of the NCEP product, we high-pass filtered the $Q_{net}$ time series from the buoy and NCEP with a cutoff period at 2 months. The ratio between the rms values of the resultant time series (NCEP/buoy) is 1.23 (see Table 1), indicating that the synoptic-scale $Q_{net}$ values in the NCEP product are biased high by about 23%.

c. Synoptic-scale surface wind stresses

Figure 8 provides a visual comparison between the high-frequency wind stress signals from the buoy and NCEP. Similar to the high-frequency net heat flux signals, most of the large-amplitude wind events detected by the buoy are captured well in the NCEP time series. Analyses of the coherency and phase between the two decade-long time series of the wind stresses from the buoy and NCEP reveal a result similar to that found for the $Q_{net}$ time series. Specifically, all signals with period longer than 3 days are highly correlated and have little phase lags (see the blue lines in Fig. 7).

Unlike the synoptic-scale $Q_{net}$ signals, however, Fig. 8 shows that there appear no consistent overestimations of wind stresses for the individual high-wind events in the NCEP product. Some of very large amplitude wind events detected by the buoy (e.g., those in late August and in early October 1991) are, in fact, underestimated in the NCEP product. A simple comparison between the decade-long high-pass-filtered time series reveals that the ratios between the rms $\tau^x$ and $\tau^y$ variability of the NCEP product over those of the buoy estimate are 0.86 and 0.83, respectively (Table 1). It is important to emphasize that this underestimation by the NCEP product is mostly due to the high wind events related to regional typhoons. If we restrict our comparisons to the wind stress values smaller than 0.7 N m$^{-2}$ (as presented in Fig. 4; this excludes seven large-amplitude events for $\tau^x$ and 9 for $\tau^y$), the ratio between the rms variability from the NCEP and the buoy becomes close to unity (see Table 1; ratios in parentheses). In summary, while underestimating episodic severe wind events, the daily NCEP wind stress product provides in general a reliable data set for the synoptic-scale surface momentum fluxes.

<table>
<thead>
<tr>
<th>Flux</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_{net}$</td>
<td>1.23</td>
</tr>
<tr>
<td>$\tau^x$</td>
<td>0.86</td>
</tr>
<tr>
<td>$\tau^y$</td>
<td>0.83</td>
</tr>
</tbody>
</table>

Table 1. Ratios of the rms variability in the NCEP reanalysis flux data to that from the JMA buoy observations. For both the net heat flux ($Q_{net}$) and wind stress ($\tau^x, \tau^y$) data, the rms values are calculated from the daily high-pass-filtered (with a cutoff period at 2 months) time series. For ratios of the wind stresses, the values in the parentheses denote those obtained when high-wind events (wind stress values > 0.7 N m$^{-2}$) are excluded in calculating the rms values.

Fig. 7. (a) Coherency $\gamma$ and (b) phase lag between the daily time series of the net heat flux (red) and the zonal wind stress (blue) from the buoy 21004 measurements and the NCEP reanalysis. In (b), a positive phase lag indicates the lead of the buoy data over the NCEP product.

Fig. 8. Comparisons between (a) the daily zonal wind stress time series and (b) the daily meridional wind stress time series from the buoy 21004 measurements (red) and from the NCEP reanalysis (blue). For brevity, the comparisons are shown for a 1.75-yr segment only; the results are typical for the rest of the buoy time series.
4. Impact of the synoptic-scale air–sea flux forcing

Given the vigorous synoptic-scale surface flux forcing observed at the buoy site, we attempt in this section to examine its impact upon the evolution of the surface ocean temperature and mixed layer structures. Because the annually averaged net surface heat flux at the buoy site is negative \((-58.8 \text{ W m}^{-2}\)) , it implies that lateral heat advection by the ocean circulation must play a role in order to maintain the thermodynamic equilibrium of the surface ocean. While this three-dimensional aspect of the mixed layer dynamics is important, we limit our investigation in this study to how the synoptic-scale surface flux forcing affects the development of the mixed layer in the vertical dimension. We believe this one-dimensional study provides a useful first step that will guide future studies dealing with the more complex three-dimensional effects.

a. One-dimensional mixed layer model

Our modeling study uses the one-dimensional bulk mixed layer model of Price et al. (1986). The skill of this model in reproducing observed mixed layer structures in the tropical and midlatitude oceans has been demonstrated by several previous studies (e.g., Schudlich and Price 1992; Large and Crawford 1995; Plueddemann et al. 1995; Anderson et al. 1996). In the PWP model, the surface mixed layer has constant temperature and has a vertical resolution of 1 m. Following Paulson and Simpson (1977), surface heating due to shortwave radiation is absorbed in the water column with a double exponential depth dependence:

\[ q(z) = Q_{\text{sw}} [R \exp(z/\gamma_1) + (1 - R) \exp(z/\gamma_2)], \tag{4} \]

where \( R = 0.6 \) is a separation constant, and \( \gamma_1 = 0.6 \) m and \( \gamma_2 = 20 \) m are the attenuation length scales. Because of lack of diurnal forcing, surface wind wave breaking, and Langmuir circulation, the model tends to trap the heat in a thin surface layer during summer when the wind forcing weakens and the heat flux forcing is dominated by heating. To alleviate this problem, we add a vertical eddy diffusion term \( \partial_z [\kappa(z) \partial_z T] \) to the PWP dynamics, where \( \kappa(z) = \kappa_s \exp(z/z_o) \), and the values \( \kappa_s = 1.0 \times 10^{-4} \text{ m}^2 \text{ s}^{-1} \) and \( z_o = 100 \) m are used. Notice that this added eddy diffusion term is only effective in the near-surface layer in summer; it has little impact upon the temperature evolution during the autumn/winter seasons when convective cooling and excessive wind stirring make the surface ocean well mixed. The model is initialized with the mean temperature profile at the JMA buoy site from the World Ocean Atlas 2001 (WOA01; Conkright et al. 2002). Because the regional surface thermal forcing is much greater than the freshwater flux forcing (see Fig. 2 in Qiu 2002), salinity and rainfall effects are not considered in this study.

To evaluate the impact of the high-frequency forcing, we conduct two model runs. In the “climatological” run case, the surface wind stress and heat flux forcing are given by their climatological monthly mean values observed at the buoy. To avoid drift of the mean state due to the neglect of horizontal advection, we offset the heat flux time series by its annual mean value of \(-58.8 \text{ W m}^{-2}\). In the “synoptic scale” run case, the model ocean is driven by the climatological monthly mean values (with the offset of \(-58.8 \text{ W m}^{-2}\)) plus the observed high-frequency signals. Both models are run for a 10-yr period from July 1990 to June 2000. Effects of the high-frequency forcing are assessed by examining the differences between the two model runs.

b. Model results

Figure 9a shows the seasonal evolution of the upper-ocean temperature and mixed layer structures from the climatological run. Overall, the modeled signals bear a favorable resemblance to the observed upper-ocean structures (Fig. 9c). The observed signals are vertically more diffused, and this is likely due to the influences from interannual variability and lateral eddy fluxes that are not included in our PWP model runs. One noticeable difference between Figs. 9a and 9c is during summer when the modeled near-surface temperature is about 1°–2°C warmer than the observations. This warm bias is in part caused by the offset of the annual mean heat loss in the surface heat flux time series, which increases the surface heat input from the atmosphere. Another reason for the warm bias in the surface layer of the climatological run is that the modeled summertime mixed layer depth is too shallow, trapping the incoming radiative heat flux to a thin surface layer. Figure 9b reveals that including the high-frequency air–sea flux forcing deepens the summertime mixed layer and cools the SST, in better agreement with the observations.

In Fig. 10, we plot the time series of the SST difference between the synoptic-scale and climatological model runs. Large-amplitude fluctuations can be seen each year from April to October when the mixed layer is relatively shallow. The cumulative effect of the synoptic-scale forcing works to lower the summertime...

---

\(^2\) The high-frequency signals are obtained by high-pass filtering the buoy heat flux and wind stress time series (Figs. 2 and 4) with a cutoff period at 2 months. For the periods when the buoy data are missing, we use the daily NCEP data. Following the analyses of section 3, the magnitude for the NCEP heat flux data is reduced by 25%. No adjustment is made to the NCEP wind stress data.
SSTs. While this result is not unexpected given that the synoptic-scale forcing can enhance entrainment of the cold subsurface water into the surface mixed layer, the question regarding the relative importance of the synoptic-scale heat flux versus wind stress forcing remains to be addressed. Indeed, Fig. 10 reveals that the magnitude of synoptic-scale forcing-induced summertime surface cooling varies significantly from year to year. In order to clarify the relative contributions by the synoptic-scale heat flux and wind stress forcing, it is instructive to look into the detailed evolution of the modeled upper-ocean thermal structures in 1997 and 1998. As seen in Fig. 10, the cooling effect is significantly greater in 1997 than in 1998. It is worth emphasizing that this interannual difference is not just a model result. In fact, this excessive cooling effect is responsible for the colder SSTs observed at the buoy site in summer of 1997 as compared to summer of 1998 (see Fig. 11a).

Figure 11b compares the SST changes between the climatological model run and three synoptic-scale runs for 1997 and 1998. The red curve shows the result when the synoptic-scale heat flux forcing alone is added to the climatological forcing, and the blue curve when the synoptic-scale wind stress forcing alone is added. The black curve is the same as that shown in Fig. 10 with both the synoptic-scale heat flux and wind stress forcing included. To a large extent, the black curve is equal to the sum of the red and blue curves, implying the effect of the synoptic-scale heat flux and wind stress forcing upon the SST signals is more or less linear. From the red curve, it is interesting to note that the SST signals induced by the synoptic-scale heat flux forcing is largely oscillatory in nature; it reflects the direct impact of the heat flux forcing upon the SST signals [i.e., $\frac{\partial(SST)}{\partial t} \approx Q_{\text{net}}$].

The effect of the synoptic-scale wind stress forcing upon the SST signals is, on the other hand, more subtle. Cooling of SST due to the wind-induced entrainment occurs only when the wind stress forcing is intense enough to cause shear instability at the base of the mixed layer (Price et al. 1986). Plotting the increase in the mixed layer depth as a result of the bulk Richardson number instability (Fig. 11c) reveals that the cooling signals shown by the blue curve in Fig. 11b correspond well to the wind-induced deepening events of the mixed layer. Since the wind-induced entrainment works only to lower the SSTs, the magnitude of the overall cooling of SST depends on the cumulative effect of the synoptic-scale wind stress forcing. A year with more vigorous synoptic-scale wind stress forcing, such as in 1997 (see Fig. 4), will have colder SSTs in summer and autumn, whereas a year with weaker synoptic-scale wind stress
forcing, such as in 1998, will tend to have warmer SSTs in summer and autumn.

It is worth noting that subsurface layers tend to have temperature anomalies with the sign opposite to that of the SST anomalies. In 1997 when the synoptic-scale wind stress forcing is intense, for example, enhanced mixing near the base of the mixed layer causes excessive warm surface water to be subducted below the mixed layer (see Fig. 11d). This is in contrast to 1998, during which wind-induced mixing is weaker and the subsurface layer remains comparatively colder. Plotting the modeled temperature anomalies at the 100-m depth (Fig. 12) reveals that the synoptic-scale forcing lowers the water temperature over the period when the surface mixed layer depth is shallow (i.e., from April to October) as a result of enhanced entrainment in the previous winter. This cooling effect, however, changes interannually depending on the strengths of the synoptic-scale forcing: the colder subsurface anomalies of 1993 and 1994 correspond to the years when the synoptic-scale wind stress forcing is less intense and the SST anomalies are less cold (see Fig. 10), whereas the warmest subsurface anomaly occurs in 1997 when the SST anomalies are the coldest and the synoptic-scale wind stress forcing is most active.

c. High-frequency SST variability

As the SST is a directly observed variable, it is of interest to compare the observed signals with those simulated in the synoptic-scale model run. While the dominant SST signal at the buoy site is seasonal (the peak-to-peak seasonal SST modulation, as shown in Fig. 11a, is ~9°C), the observed SSTs also fluctuate significantly at higher frequencies because of synoptic-scale atmospheric forcing. Figure 13 compares the high-pass-fil-
One assumption adopted in Frankignoul and Hasselmann’s (1977) model is that the surface mixed layer depth is constant. As indicated by the black curve in Fig. 11d, this clearly is not the case, as the mixed layer depth can modulate significantly in response to the synoptic-scale heat flux and wind stress forcing. Changes in the mixed layer depth alter the thickness over which the surface heat input/loss is being distributed. As such, in the high-frequency band where the mixed layer depth change is significant (see, e.g., Fig. 11), it is not surprising to find that the SST signals do not behave simply as an integrator of the net heat flux forcing. To understand the SST variability on the semimonthly or shorter time scales, we clearly need to take the dynamics of high-frequency mixed layer changes into account.

5. Summary and discussion

The western boundary current outflow region of the subtropical gyre is where the largest heat exchange takes place across the air–sea interface in the North Pacific Ocean. Using the surface meteorological data from a JMA buoy at 29°N, 135°E, we carried out an in-depth analysis of the air–sea flux forcing in this region. The decade-long buoy observations not only allowed us to document surface heat and momentum fluxes over a broad range of frequencies, it also provided a unique reference site to evaluate the air–sea flux products from operational weather forecast assimilation and analysis models.

As is typical for midlatitude oceans, the surface heat fluxes at the buoy site have well-defined annual cycles, and the observed seasonal (summer–winter) amplitudes of the turbulent and radiative heat fluxes reach 220 and 170 W m⁻², respectively. For the monthly turbulent heat flux climatology, a comparison with the NCEP reanalysis product revealed that the NCEP result has a bias of overestimating the flux amplitude. This bias is particularly large (>60 W m⁻²) in winter months where modeled turbulent heat flux values of individual synoptic-scale disturbances exceeded persistently those of the observations. Similar to the turbulent heat flux climatology, amplitudes of the monthly radiative heat fluxes in the NCEP product also have an overestimating bias. Examining the flux components indicated that much of this bias was due to the overestimation of incoming solar radiation at the sea surface. Because the turbulent and radiative heat fluxes contribute oppositely to the net heat flux across the sea surface, the bias for the monthly $Q_{net}$ climatology is smaller than the biases of the composing components.

On the subseasonal time scales, the surface wind and heat flux forcing at the buoy site is dominated by signals reflecting the synoptic-scale weather disturbances. For both the observed surface heat flux and wind stress time series, there exist no distinct spectral peaks. Rather, the large-amplitude heat flux forcing appears in the broad frequency band from 1/14 to 1/3 days, and the surface
wind forcing has more energy in the higher-frequency band of 1/8–1/2 days. While overestimating the heat flux amplitude of individual weather disturbances, we found that the NCEP product captured the timing and the relative strengths of the net heat flux forcing associated with the weather disturbances very well. The ratio of the synoptic-scale net heat flux forcing rms variability from the NCEP product to that from the buoy measurements is found to be 1.23. For the synoptic-scale surface wind stress forcing, we found that with the exception of underestimating amplitudes of a few extreme storm events (for which the wind stress magnitude exceeds 0.7 N m$^{-2}$), the NCEP product compares very favorably with the observed wind stresses at the buoy.

Using the observed air–sea flux data from the buoy, we investigated next the impact of the synoptic-scale atmospheric forcing upon the upper-ocean thermal structures. By adopting the mixed layer model of Price et al. (1986), we assessed this impact by contrasting the model runs with and without the inclusion of the synoptic-scale air–sea flux forcing. The effect of the synoptic-scale flux forcing is most noticeable in the SST signals of the spring and summer seasons. During these seasons, the surface mixed layer is relatively shallow and the synoptic-scale heat flux forcing can significantly modify the SST signals. The SST anomalies thus generated have a typical amplitude of ±1°C. The spring- and summertime seasonally averaged SSTs are also affected by the synoptic-scale wind forcing. By generating shear instability at the base of the mixed layer, large-amplitude wind forcing can lower the SST through entrainment of colder water from beneath the mixed layer. The magnitude of the SST anomalies resulting from this process depends on the accumulation of large-amplitude wind events: the larger the accumulation, the colder the SST anomalies. This process is found to be the cause for the unseasonably cold SSTs observed at the buoy site in summer of 1997. Below the seasonal mixed layer, the synoptic-scale wind-induced temperature anomalies tend to have their sign opposite to that of the SST anomalies.

For SST signals with periods shorter than 100 days, we found that their frequency spectra from the observations and the PWP model have a well-defined $\omega^{-2}$ dependency. While this dependency is consistent with the “white” surface heat flux forcing in the frequency band of 1/100 ~ 1/16 days, we found that in the higher frequency band, short-term mixed layer depth changes caused by the synoptic-scale atmospheric forcing are likely to be important in determining the spectral shape of the SST signals.

Throughout this study, we have focused on the synoptic-scale air–sea flux forcing at a buoy site south of Japan. It is worth emphasizing that the results described in the present study are by no means specific to this particular site. A look at the NCEP net heat flux product reveals that the region with large-amplitude synoptic-scale heat flux forcing extends over the entire paths of the subtropical gyre western boundary current and its extension: the Kuroshio and the Kuroshio Extension (see Fig. 15). In fact, the synoptic-scale atmospheric forcing is more energetic in the downstream Kuroshio Extension region than at the JMA buoy site south of Japan. As the region southeast of Japan is where the subtropical mode water is preferentially formed (e.g., Hanawa and Talley 2001), studies of the mode water formation and transformation in the future clearly need to account for the roles played by the synoptic-scale air–sea forcing.

In assessing the impact of the synoptic-scale atmospheric forcing upon the upper ocean, we have limited our attention in this study to the one-dimensional thermodynamic effect. As the synoptic-scale surface forcing and the background oceanic mean state vary spatially, the forcing-induced upper-ocean thermal structure anomalies will necessarily alter the upper-ocean circulation because of the horizontally varying pressure gradient. Once the horizontal circulation field is modified, it can in turn influence the upper-ocean heat balance by horizontal heat advection and by lateral induction of the mixed layer and thermocline waters across the sloping mixed layer. Because this dynamic and thermodynamic interplay is likely to affect SSTs on the low-frequency time scales, future studies are required to clarify this interplay within a three-dimensional ocean model setting.
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