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1. Introduction and Motivation

The spatial distribution of turbulent diapycnal mixing in the deep ocean is strongly influenced by seafloor topography. Rough topography can act as a site of internal wave generation, scattering and reflection, thereby energizing the internal wavefield in its vicinity [e.g., Wunsch and Webb, 1979]. An energized internal wavefield, especially if energized at small scales, is more prone to shear instability, the latter generally being assumed to be the dominant source of turbulence leading to diapycnal mixing in the abyssal ocean [e.g., Toole, 1998; Polzin, 2004]. Significant mixing is also associated with deep flow through bathymetric constrictions such as canyons and fracture zones [e.g., Polzin et al., 1996; Thurnherr et al., 2005]. Flows through gaps containing sills may accelerate due to gravity, develop shear instability, generate internal lee waves and/or be subjected to hydraulic jumps leading to intense mixing [Toole, 1998].

Estimates of diapycnal mixing based on tracer-release experiments, microstructure measurements and a variety of fine-scale techniques consistently infer background values of the diapycnal diffusivity, $K_p \sim O(10^{-3} \text{ m}^2 \text{ s}^{-1})$, in the deep ocean interior away from rough topography and away from strongly sheared flow such as the Equatorial Undercurrent System [e.g., Gregg, 1987; Ledwell et al., 1993; Kunze and Sanford, 1996; Ledwell et al., 2011]. Bottom-intensified diffusivities several orders of magnitude greater than background values are commonly inferred over regions of rough topography such as seamounts [Lueck and Mudge, 1997; Toole et al., 1997; Carter et al., 2006], ridges [Polzin et al., 1997; Althaus et al., 2003; Aucan et al., 2006; Klymak et al., 2008], canyons and fracture zones [Ferron et al., 1998; Carter and Gregg, 2002; Thurnherr et al., 2005; MacKinnon et al., 2008]. The spatial distribution of diapycnal mixing is thus heterogeneous: patchy in the horizontal and a function of height above bottom in the vertical.

In contrast, Ocean General Circulation Models (OGCMs) traditionally use a variant of the Bryan and Lewis [1979] parameterization which is uniform in the horizontal...
and depth-dependent (e.g., the Community Climate Simulation Model (CCSM) [see Jayne, 2009] and LOVECLIM [Goosse et al., 2010]). More sophisticated parameterizations exist, mostly gradient Richardson number dependent (e.g., the interior part of KPP by Large et al. [1994] and Jackson et al. [2008]). Short of running at unrealistically high resolutions supporting the internal wavefield, these parameterizations effectively result in laterally homogeneous mixing in the deep ocean.

In recent decades, the interest in observations of spatially heterogeneous mixing due to rough topography stemmed in large part from a desire to reconcile the order of magnitude difference between the weak, observed values of mixing in the ocean interior with the canonical $10^{-4}$ m$^2$ s$^{-1}$ required in the seminal Munk [1966], and later Munk and Wunsch [1998], “Abyssal Recipes” papers. Robinson and Stommel [1959] and Wyrtki [1961] also arrived at a value of $10^{-4}$ m$^2$ s$^{-1}$ in their work on the thermohaline and abyssal circulation. Note that the “Abyssal recipes” papers were focused on the “bathyal” zone between 1 km and 4 km depth, not the “abyssal” zone between 4 km and 6 km; however, the term “abyssal” commonly now refers to all ocean depths below the thermocline, and will be used as such throughout this paper. Based on the concept of a vertical balance between advection and diffusion, these papers argued that a diffusivity of that magnitude is required to maintain the abyssal density stratification against the continual influx of bottom waters formed at high latitudes. A compelling link was made between the power available for diapycnal mixing in the abyssal ocean and the strength of the Meridional Overturning Circulation (MOC), its associated heat transport and thus climate state. Indeed, combining the assumption of a 1-D advective-diffusive balance with the continuity and thermal wind equations, the meridional mass transport can be shown to be proportional to $K_m$ [e.g., Bryan, 1987; Marotzke, 1997]. One could thus argue that the ~2 petawatts poleward heat flux associated with the MOC cannot exist without the relatively minute power sources (a few terawatts from winds and tides) providing the mechanical energy for continuous turbulent mixing of the abyssal ocean.

The concept of a simple link between climate state, the MOC and diapycnal mixing in the abyssal ocean is now slowly being abandoned. This shift is in large part thanks to the use of OGCMs as a tool to test the sensitivity of the large-scale circulation to the spatial heterogeneity of small-scale turbulent mixing. Saenko [2006] and Jayne [2009] show that simple scaling relations connecting the strength of the MOC to diapycnal mixing break down in the case of spatially heterogeneous mixing. Likewise, low-resolution sensitivity experiments by Jayne [2009] and Ferrari and Ferreira [2011] indicate only a weak connection between poleward oceanic heat transport (OHT) and abyssal mixing while exhibiting a stronger relation between OHT and diapycnal mixing at thermocline depths.

Numerical sensitivity studies show a large variety of ocean characteristics other than the OHT to be sensitive to the heterogeneity of $K_m$ in the abyssal ocean however, for instance the deep overturning cell and abyssal circulation [Huang and Jin, 2002; Saenko and Merryfield, 2005; Katsman, 2006] the large-scale potential vorticity distribution [Saenko and Merryfield, 2005], water mass properties [Koch-Larrouy et al., 2007; Harrison and Hallberg, 2008] and the depth and intensity of the Antarctic Circumpolar Current (ACC) [Saenko, 2006; Jayne, 2009; Friedrich et al., 2011]. In addition, abyssal heterogeneous mixing has a significant effect on marine biogeochemistry, in particular Primary Productivity and the extent of Oxygen Minimum Zones [Duteil and Oschlies, 2011; Friedrich et al., 2011]. In coupled air-sea models, heterogeneous mixing alters the sea surface temperatures and therefore the atmospheric circulation [Richards and Xie, 2009; Müller et al., 2010; Friedrich et al., 2011]. Importantly, these properties are not only influenced by the different horizontally averaged mixing rates but depend on details of the horizontal distribution [e.g., Simmons et al., 2004; Friedrich et al., 2011] and the vertical structure [e.g., Saenko et al., 2012].

Given the large number of ocean characteristics depending on both the vertical and horizontal distributions of $K_m$, parameterizations that capture the spatial (and ultimately temporal) variation of diapycnal mixing without the explicit need to resolve the internal wavefield are crucial if we are to have confidence in OGCM simulations. While this has long been recognized [e.g., Wunsch and Ferrari, 2004], present-day heterogeneous mixing parameterizations remain preliminary and have been subjected to little validation. In an effort to gauge the realism and identify shortcomings of these preliminary heterogeneous mixing parameterizations, we here compare and contrast two such schemes against each other and against observations.

The parameterizations considered here are the tidal mixing parameterization [Jayne and St. Laurent, 2001; St. Laurent et al., 2002, hereinafter referred to as JSL01], used in the vast majority of the sensitivity studies mentioned earlier, and the Roughness Diffusivity Model [Decloedt and Luther, 2010, hereinafter referred to as RDM]. These represent idealized extremes for the volume of the abyssal ocean influenced by the breaking of bottom-generated internal waves; the JSL01 being a minimum, prescribing enhanced mixing only in regions of combined rough topography and tidal forcing, and the RDM a maximum, prescribing enhanced mixing over all rough topography.

The JSL01 and RDM are compared against (i) diffusivities estimated from inversions of hydrography for the major ocean basins, and (ii) microstructure-based estimates for the Hawaiian Ridge and Brazil Basin areas. Diffusivity estimates based on fine-scale parameterizations such as the Gregg-Henyey scaling [Gregg et al., 2003] are not included in the comparison because of serious concerns regarding the robustness of the method, particularly in weakly stratified waters such as the abyssal ocean considered here [Kunze et al., 2006; Waterman et al., 2012] For example, Kunze et al. [2006] found shear variance to be dominated by instrument noise for buoyancy frequencies $N < 5 \times 10^{-4} \text{ rad s}^{-1}$, corresponding to depths roughly greater than 1000 m at midlatitudes and argues that this led Garabato et al. [2003] to overestimate mixing by an order of magnitude in the deep Scotia Sea. Recent microstructure measurements in the Southern Ocean were found to be much more modest than expectations based on fine-scale parameterizations, typically by factors of 4–5 [Waterman et al., 2012]. Up to an order of magnitude difference between dissipation rate estimates by Huussen et al. [2012] and Kunze et al. [2006] have been noted, in spite of both studies.
nominally using the same data and technique (K. Polzin, personal communication, 2012).

[11] This paper is organized as follows. In section 2, the JSL01 and RDM parameterizations are described in more detail. In section 3, their spatial distributions are contrasted against each other and shown to be dramatically different which would lead to quite different circulations in OGCMs, yet they yield similar basin-averaged diffusivities. In section 4, the parameterizations are shown to be biased low compared to basin-scale hydrographic inverse estimates of diffusivity. Comparison to microstructure surveys in section 5 shows that both parameterizations are also conservative in estimating the extent to which bottom-intensified mixing penetrates into the stratified water column, with the RDM being more agreeable. In section 6, the power consumed by the parameterized diffusivity distributions as well as the power consumption implied by the inverse estimates are computed. Finally, these results are summarized and discussed in section 7.

2. The JSL01 and RDM Parameterizations

2.1. JSL01 Tidally Forced Diapycnal Mixing

[12] The JSL01 parameterization [Jayne and St. Laurent, 2001; St. Laurent et al., 2002] provides an estimate for the diapycnal diffusivity resulting from the breaking of locally generated high mode internal tides. The key term of the JSL01 parameterization is the geometrical distribution of the rate of energy conversion \( E(x, y) \) from the barotropic to baroclinic tides. This is the source term of energy conversion \( J_{SL01} \). The parameterization is the geographical distribution of baroclinic tidal energy radiates away from internal tide generation sites as low modes [Egbert and Ray, 2000]. Some of this low mode energy is dissipated on distant continental slopes [Nash et al., 2004], some bleeds into the ambient internal wavefield through wave-wave interactions [Hibiya et al., 2002], some may scatter off deep ocean topography [e.g., Johnston and Merrifield, 2003], and a sizable fraction may dissipate in the upper ocean as it encounters stronger stratification and reflects off the surface [e.g., Althaus et al., 2003]. The exact partition and fate of the low modes remains unknown. Suffice it to say that it is probable that substantially less than 1 TW is available from the tides for mixing the abyssal ocean.

[13] An acknowledged concern with the JSL01 parameterization as it stands is its dependence on arbitrary constants. The parameters \( q \) and \( \zeta \) are uncertain and likely functions of both space and time [St. Laurent and Nash, 2003; Jayne, 2009]. Althaus et al. [2003] estimated \( q \approx 0.01 \) along the ridge crest of the Mendocino Escarpment, indicating that \( q \) may have an order-of-magnitude spatial variability. Likewise, estimates of the vertical scale height \( \zeta \) range from 150 m [Polzin, 2004] to 5000 m [Kunze et al., 2006]. Horizontal circulation is influenced by vertical gradients of the diapycnal diffusivity and thus one can expect simulations to be sensitive to the choice of scale height, as was recently demonstrated by Saenko et al. [2012] and discussed in further detail later in section 5 of this paper.

[14] In terms of parameterizing diapycnal mixing in the abyssal ocean, the major weakness of JSL01 is that only a fraction of the internal wave energy available for mixing is represented. St. Laurent et al. [2002] clearly acknowledge this fact yet, in practice, JSL01 is often de facto implemented as a parameterization of total diapycnal mixing in the abyssal ocean. JSL01 has been implemented in various OGCMs such as the NCAR Community Climate System Model (CCSM) [Saenko and Merrifield, 2005; Jayne, 2009] and the GFDL Modular Ocean Model [Simmons et al., 2004].

[15] Of the approximately 1 TW converted into baroclinic tides in the abyssal ocean, an estimated 0.3 TW [St. Laurent et al., 2002] is dissipated locally. The remaining 0.7 TW of baroclinic tidal energy radiates away from internal tide generation sites as low modes [Egbert and Ray, 2000]. Some of this low mode energy is dissipated on distant continental slopes [Nash et al., 2004], some bleeds into the ambient internal wavefield through wave-wave interactions [Hibiya et al., 2002], some may scatter off deep ocean topography [e.g., Johnston and Merrifield, 2003], and a sizable fraction may dissipate in the upper ocean as it encounters stronger stratification and reflects off the surface [e.g., Althaus et al., 2003]. The exact partition and fate of the low modes remains unknown. Suffice it to say that it is probable that substantially less than 1 TW is available from the tides for mixing the abyssal ocean.

[16] Other obvious, potentially important, non-tidal sources of mechanical energy are near-inertial internal waves and mesoscale eddies. Alford [2003] estimates that 0.5 TW of surface-generated near-inertial internal wave energy radiates into the deep ocean based on a slab model. How much of the near-inertial wave energy reaches the abyssal ocean remains uncertain. Numerical studies suggest that most of the near-inertial energy is dissipated in the upper few hundred meters [von Storch et al., 2007; Furutchi et al., 2008; Hughes and Wilson, 2008]. Interaction of near-inertial waves with internal tides may also remove a significant fraction of the near-inertial energy from the internal wave band before it based on fitting an exponential profile to the Brazil Basin microstructure survey. The JSL01 spatial distribution of the diapycnal diffusivity then follows from the Osborn [1980] relation, \( K_\rho = \Gamma \varepsilon / N^2 \), as

\[
K_\rho(x, y, z) = \frac{q E(x, y) F(z)}{\rho N^2} + K_0 \tag{2}
\]

where \( K_0 = 10^{-5} \text{ m}^2 \text{ s}^{-1} \) is an assumed background diffusivity and \( \Gamma = 0.2 \) is the mixing efficiency.
penetrates into the deep ocean [Guile\'s, 2009]. In contrast, anticyclonic eddies may act as conduits of near-inertial energy into the deep ocean as suggested by Kunze [1985]. Jing et al. [2011] present observational evidence for this effect and high-resolution, numerical studies now explore the role of eddies in transferring near-inertial energy to the deep ocean [e.g., Zhai et al., 2005; Danionx et al., 2008].

Mesoscale eddies also likely play a more direct role in deep ocean mixing as suggested by the analysis of Fu et al. [1982] and Gille et al. [2000]. Zhai et al. [2010] estimate 0.1–0.3 TW is available for deep ocean mixing due to dissipation of eddies at western boundaries. Nikurashin and Ferrari [2011] investigate the dissipation of internal lee waves resulting from geostrophic eddies flowing over small-scale topography. They estimate a global energy conversion from geostrophic flow into internal waves of 0.2 TW, half of which occurs in the Southern Ocean.

In addition, it is likely there exist a number of processes pumping mechanical energy into the abyssal ocean that are much less obvious and not yet quantified. For instance, in the western-central equatorial Atlantic and the central-eastern equatorial Pacific Ocean, there is good evidence for downward-propagating beams of monthly periodic Yanai (Rossby gravity) waves [Weisberg et al., 1979; Ascanci et al., 2010]. As these beams propagate into the abyssal ocean, a fraction of their energy is converted into internal waves and may lead to diapycnal mixing in an area where internal-wave induced mixing is generally considered to be at a minimum [Gregg et al., 2003]. In short, the mechanical energy available for diapycnal mixing is ill-constrained and it is conceivable that the diapycnal mixing parameterized by JSL01 represents less than half of the total mixing occurring in the abyssal ocean.

2.2. RDM (Roughness Diffusivity Model)

The premise of the RDM [Decloedt and Luther, 2010] is that total topography-catalyzed internal wave driven mixing can be approximated as depending mainly on topographic roughness. This is rooted in an observed (albeit approximate) relation between $\varepsilon$ and a simple roughness metric. The implicit, and as of yet unconfirmed, assumption is that the sum total of all energy sources and energy conversion processes contributing to topography-catalyzed mixing may have a more uniform horizontal dependence than any of the individual contributors. Examination of $\sim$300 microstructure-based diffusivity profiles from various geographical locations revealed that boundary diffusivities stratify according to a simple metric of topographic roughness [see Decloedt and Luther, 2010, Figure 5]. A correlation between diapycnal mixing and topographic roughness is also noted in, for example Kunze et al. [2006], Lozovatky et al. [2008], Nikurashin and Ferrari [2011], Wu et al. [2011], Huussen et al. [2012] and Jing et al. [2011]. The key term in the RDM is the geographical distribution of the maximum boundary diffusivities $K_b(r(x, y))$, assumed to be a function only of topographic roughness $r(x, y)$. The RDM is available online (http://www2.hawaii.edu/~decloedt/).

Topographic roughness for the RDM is computed as the weighted RMS height of the Smith and Sandwell [1997] bathymetry. Note that different roughness metrics are used in the above cited studies, ranging from the topographic variance [e.g., Kunze et al., 2006; Wu et al., 2011] to mean square differences between 2-D polynomial fits and the bathymetry used. Most of the studies cited above use the Smith and Sandwell [1997] satellite altimetry based topography. A different roughness metric would yield different functional forms for both the boundary diffusivity $K_b$ and the scale height, $h_0$, employed in the RDM. A higher resolution bathymetry would likely improve the relation between dissipation and roughness. Polzin [2004] and Nikurashin and Ferrari [2011] estimate topographic features with horizontal wavelengths of $O(0.1–10 \text{ km})$ to be key in the generation of internal waves leading to dissipation over rough topography. These scales are well below the typical 10–20 km resolution of satellite altimetry. In an effort to resolve smaller roughness scales, Nikurashin and Ferrari [2011] propose a metric based on a combination of single beam soundings and the theoretical spectrum by Goff and Jordan [1988]. This approach potentially resolves scales of $O(1 \text{ km})$ but suffers from unevenly distributed ship tracks and the issue that the Goff and Jordan [1988] spectrum targets abyssal hills formed by ridge-crest processes and may therefore not be representative of other topographic features such as seamounts and fracture zones. Along a similar vein, Goff and Arbic [2010] propose a statistical method to predict unresolved topographic roughness associated with abyssal hills. The utility of any given roughness metric will depend on its appropriateness for capturing the impact of topography on a particular topography-dependent process that contributes to mixing and/or on its success in predicting observed $\varepsilon$ or $K_b$.

Examination of the microstructure-based diffusivity profiles revealed a common vertical decay structure despite the variety of geographical locations [Decloedt and Luther, 2010]. The RDM vertical decay structure is a power law, providing a better fit to the observed diffusivity profile structures than exponential profiles and in line with the work by K. Polzin. Polzin [1999, 2004, 2009] developed a heuristic recipe for the TKE dissipation rate profile as a function of height above bottom assuming the TKE dissipation rate to be set by the interplay of upward-propagating, bottom-generated internal waves and the transport of energy down to dissipation scales via nonlinear wave-wave interactions. This type of vertical structure for the TKE dissipation rate may thus be expected to apply quite generally over topography, regardless of the specifics of the internal wave generation mechanism at hand. Polzin [2009] provides a recipe to implement his parameterization, albeit considering only tide-topography interaction. The Polzin [2009] parameterization has recently been implemented into an OGCM for the first time (A. Melet et al., Sensitivity of the ocean state to the vertical distribution of internal-tide driven mixing, submitted to Journal of Physical Oceanography, 2012).

The 3-D RDM spatial distribution for the diapycnal diffusivity is

$$K_b(h, r(x, y)) = K_b(0)(1 + h/h_0(r))^{-2} + K_0,$$

where $h$ is height above bottom. The boundary diffusivity $K_b(r)$ and decay scale $h_0(r)$ are simple polynomial functions of topographic roughness $r(x, y)$ whose coefficients were determined empirically via nonlinear regressions of (3) on the microstructure-derived diffusivities. As in the numerical work by Iwamae et al. [2012], a trade-off relationship was
found between the near-boundary mixing intensity and the vertical decay scale, with large boundary mixing corresponding to decay scales of $O(100 \text{ m})$ and weak boundary mixing with decay scales of $O(1000 \text{ m})$. The dependence of the decay scale on topographic roughness differs from the JSL01 scheme in which the vertical decay scale is simply a constant. The background diffusivity $K_0 = 5.6 \times 10^{-6} \text{ m}^2 \text{s}^{-1}$ also differs from JSL01, being the diffusivity that can be sustained by the Garret-Munk internal wavefield [Polzin et al., 1995]. This choice of background diffusivity allows the modeled diffusivity to be less than $10^{-5} \text{ m}^2 \text{s}^{-1}$, often considered to be a reasonable background value in the open ocean [e.g., Munk and Wunsch, 1998]. In fact, diffusivities estimated from microstructure data [e.g., Ledwell et al., 2011] and the many diffusivities estimated by Kunze et al. [2006] are frequently smaller than $10^{-5} \text{ m}^2 \text{s}^{-1}$ away from rough topography. Jayne [2009] adds that background mixing may need to be made a function of space to account for processes that effect energy transfers to small scales independent of topography, such as parametric subharmonic instability (PSI) at critical latitudes [MacKinnon and Winters, 2005; Alford et al., 2007] and other latitudinal changes in the distribution of internal wave energy dissipation [Gregg et al., 2003; Hibiya et al., 2006; Joehum, 2009]. Dutuit and Oschlies [2011], using the JSL01 parameterization, recently demonstrated the sensitivity of OGCM solutions to the value of background mixing.

The RDM has been implemented in LOVECLIM, an Earth System Model of Intermediate Complexity. Friedrich et al. [2011] investigated the effect of heterogeneous diapycnal mixing on ocean and atmosphere circulation as well as marine biogeochemistry and concluded that topography-enhanced mixing has a noticeable and global impact.

A physically unsatisfying aspect of the implementation of the RDM in OGCMs is that the diapycnal diffusivity is parameterized directly rather than the more physical approach of parameterizing first the TKE dissipation rate and then computing the resulting turbulent diffusivity using the Osborn [1980] relation with the model-generated stratification. A dependence on model-generated stratification would allow for the diffusivity field to evolve with changing conditions, a desirable feature particularly for paleoclimatic studies where both the source of energy available for mixing and the global stratification may have been considerably different from present-day conditions [e.g., Green et al., 2009]. The choice to cast the RDM in terms of diffusivity was motivated by the Henyey et al. [1986] wave-wave interaction model. Polzin et al. [1995] examined several such models against micro- and fine structure data and found the model and stratification to be the most support for the Henyey et al. [1986] model, implying that $\varepsilon \propto N^2$. Direct numerical simulation of internal wave energy transfer in the midlatitude thermocline also provides support for the $\varepsilon \propto N^2$ scaling [e.g., Winters and D’Asaro, 1997]. Given the Osborn relation, $K_0 = \Gamma \varepsilon / N^2$, the diapycnal diffusivity is then in theory independent of the stratification [Toole, 1998]. The Henyey model applies to the energy flux through the Garret-Munk (GM) internal wavefield [Garrett and Munk, 1972] and should yield a reasonable estimate for the background internal wavefield. Near topography, however, the internal wavefield can deviate considerably from the GM description [e.g., Wunsch and Webb, 1979; Kunze et al., 2006; Klymak et al., 2008], and it is unclear how applicable the Henyey model is in this situation.

3. Comparison of JSL01 and RDM Diffusivity Distributions

Figures 1, 2, and 3 show the global distributions of the JSL01 and RDM diapycnal diffusivities at the bottom boundary, 3000 m and 1000 m of depth respectively. The 3-D distributions were computed at the $0^\circ \times 0^\circ$ degree, 45 depth levels grid spacing used for the World Ocean Circulation Experiment (WOCE) climatology [Gouretski and Koltermann, 2004]. The internal tide energy flux $E(x, y)$ was obtained courtesy of S. Jayne and is the one used in the CCSM3 experiments in Jayne [2009]. The $N^2$ distribution was computed from the Gouretski and Koltermann [2004] climatology temperature and salinities. Simmons et al. [2004] constrain JSL01 diffusivities in the limit of $N \rightarrow 0$ by setting $N^2$ to be larger than $10^{-8} \text{s}^{-2}$ whereas Jayne [2009] and Sayers and Merryfield [2005] cap the diffusivities at $10^{-3} \text{m}^2 \text{s}^{-1}$ and $2 \times 10^{-3} \text{m}^2 \text{s}^{-1}$ respectively. In the following, the minimum $N^2$ is simply constrained to be greater than $f^2$ since $f^2$ is nominally the minimum frequency for freely propagating internal gravity waves [LeBlond and Mysak, 1978]. This cutoff only needed to be applied at a few points, mostly in the deep North Pacific. Where this was the case, JSL01 diffusivities were set to background values.

The bottom panels of Figures 1–3 show the ratios of the RDM to the JSL01 diffusivities. It is clear that the difference between the two parameterizations is most pronounced in the Southern Hemisphere. In particular, diffusivities differ by up to 2–3 orders of magnitude over the Southeast Indian Ridge south of Australia and the Pacific-Antarctic Ridge. Both these areas have rough topography but weak tidal forcing. Few measurements exist in these areas for validation purposes. The work by Polzin and Firing [1997] along WOCE section IBS (Broken Plateau down to Kerguelen Plateau) is an area where the RDM and JSL01 differ significantly. Polzin and Firing [1997] infer diffusivities reaching $10^{-3} \text{m}^2 \text{s}^{-1}$ near the bottom at 35°S. This is consistent with the RDM but JSL01 diffusivities are near background levels at that location. Further south near the Kerguelen Plateau, Polzin and Firing [1997] infer near-bottom diffusivities of $O(10^{-3} \text{m}^2 \text{s}^{-1})$, remaining well above $10^{-4} \text{m}^2 \text{s}^{-1}$ below a 1000 m of depth which they attribute to enhanced internal wave shear resulting from eddy currents, not tides. Both parameterizations predict strong bottom-diffusivities but neither predicts enhanced diffusivities to be sustained that far from the bottom.

At 3000 m and 1000 m of depth (Figures 2 and 3), the effect of the different vertical structure functions used in the JSL01 and RDM parameterizations becomes apparent. The exponential decay with fixed scale height of 500 m used in JSL01 calls for a much faster decay of bottom-intensified mixing to background values than is the case for the RDM. The scale height used in the RDM is location dependent, ranging from ~650 m (slow) to ~150 m (fast) over smooth and rough topography respectively. As in Polzin [2004], the decay goes as an inverse square law with height above bottom. At 3000 m of depth, the JSL01 predicts ~60% of the ocean area to have diffusivities at the background value compared to only 17% for the RDM. At 1000 m of depth,
90% of the JSL01 diffusivities are at the background level compared to 50% for the RDM (see Tables 1a and 1b, top of second columns). The JSL01 diffusivities at 1000 m depth have become quasi-homogeneous in the horizontal whereas the RDM predictions remain patchy. In other words, the RDM predicts the influence of topography-catalyzed mixing in the abyssal ocean to extend much higher into the water column, even into the thermocline, than does the JSL01. Jayne [2009] and Ferrari and Ferreira [2011] show that the oceanic heat transport in OGCMs is very sensitive to mixing values at thermocline depths, the latter clearly a function of scale height, or how fast bottom-intensified mixing decays with height above bottom.

In spite of the different distributions of diffusivities predicted by the RDM and JSL01, mean diffusivity magnitudes at a given depth level are surprisingly close, generally within a factor of two. Mean values are shown above each panel of Figures 1–3. Due to the quasi-lognormal distribution of diapycnal diffusivity, arithmetic mean values are very sensitive to the highest diffusivity values. This is particularly clear at the 1000 m depth level where the mean JSL01 diffusivity is in fact slightly higher than the mean RDM diffusivity (4 × 10^{-5} m^2 s^{-1} compared to 3 × 10^{-5} m^2 s^{-1} for the RDM), in spite of ~90% of the JSL01 diffusivities being at background levels compared to only ~50% for the RDM. The RDM maximum diffusivity value is set by the empirical function relating boundary diffusivity to topographic roughness and is 5.3 × 10^{-3} m^2 s^{-1}. Many measurements are much greater than this value of course, but the RDM seeks to describe the time-mean diffusivity at a given location. In the case of JSL01, the maximum diffusivity is very much a function of what criteria are used to constrain the minimum buoyancy frequency. For the criteria used here (see opening paragraph of this section), the maximum JSL01 boundary diffusivity is 2.5 × 10^{-1} m^2 s^{-1}. Mean diffusivity values therefore provide little information as to
the underlying spatial distribution and should be interpreted with caution. The different spatial distributions of diffusivity by the two parameterizations would be expected to produce quite different abyssal circulation and property distributions in OGCMs.

4. Comparison of JSL01 and RDM to Inversions of WOCE Hydrography

Inverse methods are routinely applied to hydrographic data in an effort to determine the mean ocean circulation consistent with observations and dynamical constraints [e.g., Wunsch, 1978; Olbers et al., 1985; Rintoul and Wunsch, 1991; Ganachaud and Wunsch, 2000; Ganachaud, 2003; Lumpkin and Speer, 2003, 2007]. Assuming the ocean to be in steady state and geostrophic balance, hydrographic inverse models can be used to estimate mass transports and diapycnal fluxes for large ocean ‘boxes’ bounded by hydrographic sections and/or topography. See Ganachaud [2003, and references therein] for a detailed discussion of the methodology.

The RDM and the JSL01 parameterizations are compared here to diapycnal diffusivity estimates by Ganachaud [2003] and Lumpkin and Speer [2007] (hereinafter referred to as GA03 and LS07). Both the GA03 and LS07 hydrographic inversions are global and based on World Ocean Circulation Experiment (WOCE) era hydrography. Both inversions compute diapycnal fluxes across neutral density surfaces ([\(\gamma''\)] [Jackett and McDougall, 1997]). The main difference between the LS07 and GA03 inversions is the explicit inclusion of air-sea fluxes in LS07, allowing estimates of transfers between outcropping layers at high latitudes. This difference is of no consequence here since we restrict the comparisons to latitudes between roughly 32°S and 48°N.

Figures 4, 6, and 8 show the hydrographic sections used by GA03 and LS07 for the Pacific, Atlantic, and Indian basins. The LS07 basin-mean profiles were obtained...
courtesy of R. Lumpkin whereas the GA03 inverse estimates are available online (http://www.pmel.noaa.gov/people/ganachaud/glbwocmodel.html). For comparison purposes, the GA03 diffusivity estimates for the smaller boxes (see Figures 4, 6, and 8) were combined into area-weighted, basin-mean averages and interpolated onto the 45 neutral density layers used by LS07. The GA03 and LS07 inversions are broadly consistent with each other, finding similar trends in the diffusivities for the different basins. In the Atlantic and Pacific midlatitude basins, the average diffusivity steadily increases with neutral density, consistent with the idea of bottom-intensified mixing and ever larger fractions being in proximity to the seafloor due to hypsometry. In the Indian Ocean, both inversions infer a remarkable averaged diffusivity close to two times greater than $10^{-4} \text{ m}^2 \text{s}^{-1}$ over most of the water column, almost independent of depth.

As noted in St. Laurent and Simmons [2006], the GA03 inversion generally calls for larger diffusivities than LS07. The difference is generally less than a factor of three but reaches an order of magnitude for the deepest layers in the Indian and Pacific basins. Confidence intervals reported in LS07 are the standard error whereas GA03 reports the standard deviation.

We caution that considerable uncertainty is associated with diapycnal mixing inferred from inversions. This is due to both the nature of the inverse method, deducing diapycnal fluxes from small residuals between large advection by geostrophic flow [Wunsch, 1996], and the necessarily imperfect data sets used. The assumption that hydrographic sections are representative of the mean state of the ocean is questionable, particularly in areas of large variability such as the South Atlantic [de Ruijter et al., 1999]. In addition,
diapycnal fluxes (in Sv) are the primary output of the inverse models. Diapycnal diffusivities are derived quantities, based on estimates of the neutral density layer areas, and therefore dependent on the climatology used to compute the area (R. Lumpkin, personal communication, 2012). The fidelity of the inversions is therefore difficult to assess and a topic far beyond the scope of this article. Considering the scarcity of independent estimates of diapycnal mixing in the abyssal ocean, we nonetheless consider it important to compare the parameterizations and the inverse estimate is the largest.

4.3. Indian Ocean

[36] An overview of the box geometry used by GA03 and LS07 for the Indian Ocean is shown in Figure 8. The RDM and JSL01 predicted basin-averaged profiles are compared to the inverse estimates in Figure 9. The latter infer diffusivities of nearly $2 \times 10^{-4}$ m$^2$ s$^{-1}$ over most of the water column, almost independent of depth. In contrast, the parameterizations predict diffusivities increasing slowly from background values near the surface reaching $1 \times 10^{-3}$ m$^2$ s$^{-1}$ near the bottom for the JSL01 and RDM respectively. The parameterizations yield diffusivities that are significantly smaller than diffusivities inferred from inverse estimates over most of the water column. The maximum difference between the parameterizations and LS07 is close to an order of magnitude at $\gamma^p = 27.56$ kg m$^{-3}$, roughly corresponding to thermocline depths. The difference between the parameterizations and GA03 is factors of 5–7 between $\gamma^p = 27.56$ and 28.12 kg m$^{-3}$ and over an order of magnitude for deeper neutral density layers.

[37] As the youngest of the major ocean basins, the Indian Ocean is crossed by major active spreading ridges [Stow, 2006]. These are the Southwest Indian Ridge, the Southeast Indian and the Central Indian Ridge, joining at the Rodrigues Triple Junction and dividing the Indian Ocean into a series of deep basins. For instance, the western Indian Ocean consists of the Crozet, Madagascar, Mascarene, Somali and Arabian Basins. The Indian Ocean is further dissected between East and West by the Ninety East Ridge. The richness of topographic features suggests a strong role for topography-catalyzed, internal wave generation and mixing processes. Drijfhout and Garabato [2008] and

### Table 1a. Distribution of RDM Diffusivities at the Bottom Boundary, 3000 m and 1000 m of Depth

<table>
<thead>
<tr>
<th>RDM</th>
<th>1000 m Depth</th>
<th>3000 m Depth</th>
<th>Bottom Boundary</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_r \leq 10^{-5}$ m$^2$ s$^{-1}$</td>
<td>51.6%</td>
<td>17%</td>
<td>0.00%</td>
</tr>
<tr>
<td>$10^{-3} &lt; K_r &lt; 10^{-4}$ m$^2$ s$^{-1}$</td>
<td>45.7%</td>
<td>66.9%</td>
<td>14.3%</td>
</tr>
<tr>
<td>$10^{-4} &lt; K_r &lt; 10^{-3}$ m$^2$ s$^{-1}$</td>
<td>2.40%</td>
<td>14.4%</td>
<td>51.4%</td>
</tr>
<tr>
<td>$10^{-5} &lt; K_r &lt; 10^{-4}$ m$^2$ s$^{-1}$</td>
<td>0.30%</td>
<td>1.70%</td>
<td>34.3%</td>
</tr>
<tr>
<td>$K_r &gt; 10^{-2}$ m$^2$ s$^{-1}$</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

LS07 inversions. The RDM profile exceeds the JSL01 profile at all depths but they are well within a factor of two of each other, except below densities of $\gamma^p = 28.12$ kg m$^{-3}$ where the difference reaches a factor of 5. The inversions call for diffusivities that are considerably larger than both the RDM and JSL01, although both are within the standard error of LS07’s inversion. Differences range from factors of 3–5 between the RDM and LS07 and well over an order of magnitude between the JSL01 and GA03. The LS07 and (perhaps) GA03 inversions call for a maximum in the diffusivity at the $\gamma^p = 28.12$ neutral density surface, a feature reproduced by the JSL01 but not the RDM. This may reflect the deep ocean maximum in the buoyancy frequency in the western South Atlantic, a feature that would affect the JSL01 and the inversions but not the stratification-independent RDM. Inspection of the smaller scale ‘boxes’ considered by GA03 reveals that the central Atlantic box (A5–A9; not shown) is where the discrepancy between the parameterizations and the inverse estimate is the largest.

### Table 1b. Distribution of JSL01 Diffusivities at the Bottom Boundary, 3000 m and 1000 m of Depth

<table>
<thead>
<tr>
<th>JSL01</th>
<th>1000 m Depth</th>
<th>3000 m Depth</th>
<th>Bottom Boundary</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_r \leq 10^{-5}$ m$^2$ s$^{-1}$</td>
<td>89.4%</td>
<td>60.6%</td>
<td>5.7%</td>
</tr>
<tr>
<td>$10^{-3} &lt; K_r &lt; 10^{-4}$ m$^2$ s$^{-1}$</td>
<td>7.80%</td>
<td>30.7%</td>
<td>49.3%</td>
</tr>
<tr>
<td>$10^{-4} &lt; K_r &lt; 10^{-3}$ m$^2$ s$^{-1}$</td>
<td>2.30%</td>
<td>7.70%</td>
<td>35.1%</td>
</tr>
<tr>
<td>$10^{-5} &lt; K_r &lt; 10^{-4}$ m$^2$ s$^{-1}$</td>
<td>0.40%</td>
<td>1.00%</td>
<td>9.40%</td>
</tr>
<tr>
<td>$K_r &gt; 10^{-2}$ m$^2$ s$^{-1}$</td>
<td>0.03%</td>
<td>0.02%</td>
<td>0.50%</td>
</tr>
</tbody>
</table>
Huussen et al. [2012] provide maps illustrating the strong spatial variability of turbulent diapycnal, internal wave-driven mixing in the Indian Ocean based on the Gregg-Henyey fine-scale internal wave parameterization. In spite of the considerable internal wave-driven mixing occurring in the Indian Ocean, Huussen et al. [2012] conclude that the diapycnal mixing required to sustain the vigorous overturning circulation inferred from hydrographic data inversions cannot be provided by internal wave breaking alone. The difference between the RDM and JSL01 parameterizations and the inverse estimates is broadly consistent with this conclusion, in the sense that these admittedly crude parameterizations of topography-catalyzed internal wave-driven mixing fall well short of the inverse estimates. This suggests the dominance of transformation processes other than breaking of topography-catalyzed internal waves. One proposal has been that the transformations occur via intense mixing in narrow passages connecting the various Indian Ocean basins. MacKinnon et al. [2008] infer a mean diapycnal diffusivity in excess of $10^{-2}$ m$^2$ s$^{-1}$ several hundred meters from the bottom in the Atlantis II Fracture Zone, hypothesized to be one of the major passageways of northward flowing Circumpolar Deep Water and Antarctic Bottom Water between the Crozet and Madagascar Basins. MacKinnon et al. [2008] based their estimates on Thorpe scale analysis and the Gregg et al. [2003] fine-scale internal wave parameterization applied to LADCP/CTD measurements. Johnson et al. [1998] report diapycnal diffusivities of $O(10^{-4}$ m$^2$ s$^{-1}$) in the Amirante Passage connecting the Mascarene and Somali basins.

However, the largest diffusivities inferred by the inversions are found in the Northern Indian Ocean. GA03 diffusivity estimates for the Northern Indian Ocean (north of WOCE section I2 in Figure 8) reach $8.6 \pm 4 \times 10^{-4}$ m$^2$ s$^{-1}$ below the $\gamma = 27.36$ kg m$^{-3}$ neutral density surface ($\sim 1000$ m of depth). This is somewhat surprising given that this domain is both well north of the major bottom water passages of the southern Indian Ocean such as the Atlantis II FZ and has relatively smooth topography compared to the Southern Indian Ocean. The most prominent topographic feature in the Northern Indian Ocean is the Ninety East Ridge where Huussen et al. [2012] infer only weakly enhanced dissipation rates, unlike over the Southwest Indian and Central Indian Ridge where they estimate dissipation rates 2–3 orders of magnitude above background values. Huussen et al. [2012] attribute their inferred weak dissipation estimates to the less fractured structure of the Ninety East Ridge. Note that the Southern boundary of the North Indian Ocean box (I2-coast) crosses right over the Amirante passage, but the diffusivities observed in this passage to date [Johnson et al., 1998] are much too small to account for the large basin-averaged diffusivities inferred by the hydrographic inversions.

5. Comparison of JSL01 and RDM to Microstructure Surveys

Lueck et al. [2002] review the technological development of the use of microstructure surveys to infer TKE dissipation rate, while Ivey et al. [2008] provide a sobering list of fundamental issues that remain problematic in interpreting microstructure observations. Despite these concerns, microstructure surveys remain the gold standard for inferring the TKE dissipation rate. The JSL01 and RDM parameterizations are compared here to diapycnal diffusivities inferred from microstructure surveys in the Brazil Basin and around the Hawaiian Islands. A total of 165 full-depth profiles of the TKE dissipation rate were derived from High Resolution Profiler (HRP) deployments in the context of the Brazil Basin Tracer Release Experiment (BBTRE) in 1996 and 1997. The 1996 survey (BB1 hereafter) spanned nearly 30$^\circ$ in longitude from the relatively smooth western Brazil Basin to the rough Fracture Zones of the Mid-Atlantic Ridge.
whereas the 1997 survey (BB2 hereafter) was mainly conducted over the Mid-Atlantic Ridge. The HRP data was obtained courtesy of J. Toole and has been extensively analyzed previously [e.g., Polzin et al., 1997; St. Laurent et al., 2001; Polzin, 2004; Toole, 2007]. The microstructure data around the Hawaiian Islands was obtained from deployments of the Absolute Velocity Profiler (AVP) in the context of the Hawaiian Ocean Mixing Experiment (HOME) in 2000. The AVP was deployed around the French Frigate Shoals, Necker and Nihoa Islands and Kauai channel, yielding 13 mean TKE dissipation rate profiles. Each profile is the mean of 4 to 6 full depth AVP casts. The AVP data was obtained courtesy of J. Klymak, T. Sanford and J. Moum and has been discussed in for instance Rudnick et al. [2003], Klymak et al. [2006] and Lee et al. [2006].

Figure 10 shows survey mean diapycnal diffusivity profiles from BBTRE and HOME as a function of height above bottom. The mean profiles were computed by first converting the individual microstructure profiles to the height above bottom coordinate system using the ocean depth measured in situ and subsequently averaging to obtain the survey mean. The 95% confidence intervals shown for 200 m height above bottom bins were computed using the bootstrap method [Efron and Tibshirani, 1994]. For the JSL01 and RDM, vertical diffusivity profiles are converted to functions of height above bottom based on the average depths of the 0.5°C/14C cell from the Smith and Sandwell [1997] global seafloor topography (v 11.1). For an interesting discussion on the issue of using coarse resolution bathymetric products to convert from depth to height above bottom, including possible misdiagnosis of the sign of diapycnal advection, the reader is referred to Polzin [2009].

Figure 11 shows a depth-longitude section of the observed and parameterized diffusivities across the Mid-Atlantic Ridge. HRP observations are averaged in the vertical over bins centered on Gouretski and Koltermann [2004] climatology depth levels for comparison purposes. The HRP observations shown are a combination of BB1 and BB2 profiles chosen to maximize the zonal extent.

The main feature of interest in Figures 10 and 11 is the difference in the vertical structure between the

Figure 5. Pacific Ocean (P1 to P6) average diapycnal diffusivity as a function of neutral density inferred through statistical inversion of hydrography (GA03 and LS07) and predicted by the JSL01 and RDM parameterizations. The thin red dashed line represents the RDM estimate with an arbitrarily doubled scale height (see Section 7). The mean pressure along the curved neutral density surfaces is shown on the right hand side for guidance. Gray shading indicates the standard errors of the LS07 estimates, and black dashed lines indicate the standard deviations of the GA03 estimates.
observations and the parameterizations. The microstructure observations imply diffusivities well above background values up to a few kilometers off the bottom. In contrast, the JSL01 diffusivities decay close to background values within a kilometer or two from the bottom. The exception is the JSL01 prediction near the Hawaiian Ridge (Figure 10, bottom left) where JSL01 overestimates the near-boundary magnitude. The fast decay of JSL01 implies a vertical diffusivity gradient near zero much closer to topography than observed. This is particularly clear in Figure 11.

Dynamically, vertical gradients of the diapycnal diffusivity dictate the strength of diapycnal advection via the buoyancy equation [St. Laurent, 1999]:

$$w = -N^{-2} \partial_z J_b = \partial_z K_p + \frac{K_p}{N^2} \partial_z N^2$$

where $J_b = -K_p N^2$ is the buoyancy flux. In turn, the vertical gradient of diapycnal advection influences the geostrophic vorticity balance. That is, large-scale geostrophic flow is influenced by the second derivative of the diapycnal diffusivity with respect to the dianeutral direction. St. Laurent et al. [2001] present observational evidence for deep flow driven by buoyancy forcing provided by small-scale turbulent mixing in the abyssal Brazil Basin. Saenko et al. [2012] demonstrate numerically that the rate of the large-scale overturning can be changed by varying the scale height in the JSL01 parameterization.

The RDM decay of vertical diffusivity with height above bottom fares better than the JSL01 compared to observations. The vertical dependence suggested by Polzin [2004] that’s incorporated into the RDM is clearly a better choice than the JSL01 exponential decay with fixed scale height. The variation of the RDM scale height as a function of topographic roughness is key in allowing reasonable fits to the microstructure surveys here. However, the RDM was calibrated in part on these data sets as well as 95 microstructure profiles obtained during the 1991 Topographic Interactions Accelerated Research Initiative (TIARI) at Fieberling Guyot. Clearly, comparison to independent data sets is required to verify that a topographic roughness dependent scale height can reproduce reasonable fits at other locations, and to verify that the choice of roughness dependent scale height made for RDM is appropriate. (The data set from the narrow Fieberling Guyot was not included in Figure 10, because Fieberling is not resolved at the 0.5° × 0.5° horizontal resolution used in this study, rendering a comparison in the height above bottom coordinate system meaningless.)

In spite of being calibrated on the data sets presented here, the RDM decay is faster than observed at heights above bottom greater than 1500 m (e.g., bottom right panel of Figure 10). This may indicate the need for a scale height that varies not only in the horizontal but also in the vertical as a function of height above bottom and/or stratification. This will be considered further in Section 7.

6. Energetics

Munk [1966] and Munk and Wunsch [1998] were the first to compute the power required to drive mixing in the abyssal ocean in an effort to identify the possible sources of mechanical energy. Due to crude approximations in their method, the well-known estimate of 2.1 TW for the abyssal
ocean volume (1–4 km depth, 48°N and 32°S) associated with a constant diffusivity of $10^{-4}$ m$^2$ s$^{-1}$ is likely high by a factor of 3 [Decloedt and Luther, 2010; Klocker and McDougall, 2010]. Table 2 summarizes the power consumed by the JSL01 and RDM parameterizations and the hydrographic inversions below 1 km of depth and latitudinally restricted between the hydrographic lines used for the inversions, roughly encompassing the global ocean between 48°N and 32°S. The power consumption is computed [e.g., St. Laurent and Simmons, 2006] as

$$P = (1 + 1/\Gamma) \int \rho K_p(x, y, z) N^2(x, y, z) dV$$  \hspace{1cm} (5)$$

where $\Gamma$ is the mixing efficiency and $N$ is the buoyancy frequency. $N(x, y, z)$ is computed from the Gouretski and Koltermann [2004] climatology. Munk and Wunsch [1998] integrated the oceanic buoyancy assuming $\int N^2(x, y, z) dV$ $\approx A g \Delta \rho$ where $A$ is the area of the ocean, $g$ is the acceleration due to gravity, and the density difference $\Delta \rho$ between 1 and 4 km of depth roughly approximated as 1 kg m$^{-3}$.

[48] Globally, abyssal power consumption estimates range from 0.3 TW for JSL01 to 1.6 TW for the GA03 inverse estimates. Current best estimates of the mechanical energy available for diapycnal mixing in the abyssal ocean are 2 TW [e.g., Wunsch and Ferrari, 2004]. As discussed in section 2.1, it is likely that a sizable fraction of this potentially available mechanical energy is dissipated in the upper ocean. The power requirement for diapycnal mixing in the abyssal ocean should therefore be less than 2 TW on energetic grounds alone. We hence consider the GA03 1.6 TW estimate to be on the high side, since this would require almost all of the mechanical energy potentially available to be consumed by diapycnal mixing. The JSL01, RDM and

Figure 7. Atlantic Ocean (sections A1 to A2) diapycnal diffusivity as a function of neutral density inferred through statistical inversion of hydrography (GA03 and LS07) and predicted by the JSL01 and RDM parameterizations. The mean pressure along the curved neutral density surfaces is shown on the right hand side for guidance. The thin red dashed line represents the RDM estimate with an arbitrarily doubled scale height (see Section 7). Confidence intervals as in Figure 5.
LS07 estimates are below 1 TW each, and are more readily reconciled with current estimates of mechanical energy available in the abyssal ocean. Geographically, power consumption in the Atlantic and Indian Ocean basins are of comparable magnitude to each other for all the estimates. By virtue of its vast volume, the Pacific generally consumes by far the most power, except for the LS07 estimates due to its strong, unphysical decrease in the effective diffusivity in the upper density layers of the Pacific (see Figure 5) leading to weaker than expected power consumption.

As discussed in Decloedt and Luther [2010], power consumption estimates are sensitive to the spatial variability of both the diapycnal diffusivity and the stratification. Especially, it was found that power estimates based on basin-averaged diffusivities were biased high compared to estimates based on using the actual spatial distribution of the diffusivities in (4). This is because, as noted in section 3, averages of spatially varying diffusivities are themselves biased high due to the quasi-lognormal distribution typical of turbulence parameters in the ocean. Therefore, the power consumption estimates associated with the inverse estimates can be expected to be upper limits.

7. Discussion and Conclusions

In the past decade, numerous OGCM sensitivity studies have demonstrated that it is important to accurately parameterize both the geographical distribution and vertical structure of diapycnal mixing in the abyssal ocean in order to improve the verisimilitude of OGCM simulations. Existing spatially varying mixing parameterizations remain rudimentary and have been subjected to little validation. In this paper, two preliminary parameterizations differing significantly in their conceptual approaches are compared to available microstructure surveys and global hydrographic inversions in an effort to guide future improvements to parameterizations. The JSL01 focuses on the local dissipation of internal tides, prescribing bottom-intensified mixing only in regions of combined barotropic tidal forcing and topographic roughness whereas the RDM prescribes bottom-intensified mixing over all rough topography. The JSL01 and RDM can be viewed as approximations to total, topography-catalyzed, internal wave driven mixing in the abyssal ocean, the JSL01 being conservative and the RDM liberal respectively. As discussed in section 3, the resulting horizontal distributions are significantly different, in particular in the Southern Hemisphere.

In spite of the significantly different horizontal distributions, the JSL01 and RDM basin-averaged diapycnal diffusivity profiles are remarkably similar, generally differing by less than a factor of two at most depths. Both are consistently conservative (smaller diffusivities) compared to basin-scale hydrographic inversions. Little can therefore be said about the validity of either geographical distribution by comparing the basin-averaged profiles to the inversions, pointing to the need for more microstructure surveys for validation purposes.
Assuming the LS07 and GA03 inverse estimates yield realistic profiles of the diapycnal diffusivity, both the JSL01 and RDM parameterizations significantly underestimate mixing in the abyssal ocean, often by as much as an order of magnitude. Comparisons to microstructure surveys imply that bottom-intensified mixing also extends further into the water column than either parameterization predicts. This discrepancy is likely due to oversimplified vertical structure functions. While the RDM’s power law approach with a horizontally varying scale height and boundary intensity [cf. Iwamae and Hibiya, 2012] certainly is an improvement over the exponential decay with constant scale height used in JSL01 (e.g., Figure 10), the results here suggest that the scale height should also vary in the vertical to take into account a weakening of the wave-wave interactions with distance from bottom and variable stratification effects.

A vertical variation of the scale height is consistent with the theoretical framework developed by Polzin [2004, 2009], linking the turbulent dissipation to the decay of the internal wavefield via nonlinear wave-wave interactions. Internal wave generation over rough topography energizes the near-boundary internal wavefield, as evidenced for instance in observations of enhanced fine scale shear and strain spectral levels [e.g., Polzin et al., 1997; Toole et al., 1997]. Nonlinear wave-wave interactions are expected to transport energy down to smaller vertical scales where shear instability takes place, ultimately leading to turbulent dissipation [Toole, 1998]. The efficiency of wave-wave interactions is associated with shear spectral levels [Polzin et al., 1995]. The turbulent dissipation rate at a given height above bottom is therefore a function of the available energy (shear spectral amplitude) and the efficiency at which the energy is cascaded to dissipation scales (strength of wave-wave interactions). With increasing height above bottom, an increasing fraction of energy has been dissipated, implying a decay of the spectral amplitude and therefore also less efficient wave-wave interactions. The turbulent dissipation rate therefore decays with height above bottom since both the
spectral amplitude and the efficiency of wave-wave interactions weaken. Furthermore, since both the spectral amplitude and strength of wave-wave interactions generally decrease in concert with height above bottom, the relative decay of the spectrum gradually slows down. In terms of scale height $h_0$ in (3) specifying the vertical structure of $\varepsilon$, the scale height increases with height above bottom.

[53] The scale height also depends on the ambient stratification. Polzin [2004, 2009] argues that the high vertical wave number spectral density varies in proportion to $N^2$. The effect of this buoyancy scaling is to influence the efficiency of the energy transport toward smaller scales via wave-wave interactions, even at constant spectral amplitude. In the case of waves propagating into increasing stratification, the efficiency of the energy transport toward smaller scales via wave-wave interactions increases, implying an increase in TKE dissipation rates compared to the case of constant stratification.

[55] A fixed scale height at a given location can thus not be expected to capture both the near-boundary vertical structure and the decay far off the bottom. We speculate that the combination of both large distance from the bottom and variable stratification is the cause of the discrepancy between observed and RDM diffusivities as seen for instance in Figure 10 at heights above bottom greater than ~1500 m. First, at those distances from the bottom, the scale height should be larger than at the bottom, implying slower relative decay of the dissipation rate than modeled by the RDM. Second, at those heights above bottom, the bottom-generated internal waves reach thermocline levels where stratification strengthens considerably, leading to more efficient wave-wave interactions and thus stronger dissipation rates. The relative importance of either effect requires further study.

[56] As a crude test to see whether the discrepancy between the inferred and parameterized basin-averaged profiles can be explained by the faster than observed vertical decay in the parameterizations, the RDM scale height was doubled. This leaves the boundary value unchanged but leads to higher diffusivities compared to the microstructure

---

**Figure 10.** Survey averaged diapycnal diffusivity profiles as a function of height above bottom for the 1996 (Brazil Basin 1) and 1997 (Brazil Basin 2) BBTRE HRP microstructure surveys and the AVP HOME microstructure survey around the Hawaiian Ridge. Observations are binned in 200 m height-above-bottom bins. 95% bootstrapped confidence intervals are shown in gray. The red (blue) curves are the averages of the RDM (JSL01) predictions made at each observed profile site. The thin red dashed line represents the RDM estimate with an arbitrarily doubled scale height (see Section 7).
data in the first 2000 m above bottom and marginally higher or consistent diffusivities compared with the microstructure data higher up in the water column (thin dashed red line in Figure 10). The slower decay has a significant effect on basin-averaged diffusivities, generally doubling their values, but they are still conservative compared to the inverse estimates in the abyssal ocean (thin dashed red lines, Figures 5, 7, and 9).

[57] Assuming the inversions are realistic, the implication is that more abyssal water mass transformations are occurring than can be mimicked by improvements to the vertical structure functions in the current parameterizations based on concepts of internal wave induced mixing. This might indicate that the RDM and JSL01 parameterizations are too conservative in estimating the maximum boundary diffusivities, or that abyssal mixing processes other than breaking of bottom-generated internal waves are at play. Comparison of the smaller scale boxes analyzed by GA03 with the parameterizations yields some evidence for the latter since regions where the inversions differ most from the parameterizations are often locations where intense mixing through constricted passages has been inferred. In the North Tropical Atlantic, intense mixing in the Vema and Romanche Fracture Zones is well documented. The Vema Fracture Zone, with a sill depth of more than 4500 m of depth, allows transport of Antarctic Bottom Water (AABW) from the Western to the Eastern Atlantic. The observed isopycnal field is consistent with an internal hydraulic jump, with overturns as large as 400 m having been inferred [Mauritzen and Polzin, 2003]. Intense mixing is also documented in the Romanche Fracture Zone [Polzin et al., 1996; Ferron et al., 1998]. Ferron et al. [1998] report a mean diapycnal diffusivity of $10^{-1}$ m$^2$ s$^{-1}$, and strong mixing up to 1000 m above the bottom at the northern exit. Polzin [1996] suggests flow within the Romanche Fracture Zone is hydraulically controlled. Likewise, intense, $O(10^{-1}$ m$^2$ s$^{-1}$), mixing occurring in the Samoan Passage [Roemmich et al., 1996] may contribute to the discrepancy between the parameterizations and the hydrographic inversions in the deep Pacific.

[58] In the Indian Ocean Basin where the discrepancy between inversions and parameterizations is the most severe, intense mixing at the various passages connecting the deep

---

**Figure 11.** Depth-longitude plots of diffusivities across the mid-Atlantic Ridge as (top) inferred from the HRP profiler in the Brazil Basin (observations sites shown in Figure 6) and predicted by the (middle) RDM and (bottom) JSL01 parameterizations. HRP observations are averaged over bins centered on Gouretski and Koltermann [2004] climatology depth levels for comparison purposes. The topography shown is based on the Smith and Sandwell [1997] v11.1 bathymetry.
Table 2. Power Consumption by Diapycnal Mixing Below 1 km of Depth, Between Roughly 32°S and 48°N, for the RDM and JSL01 Parameterizations and the GA03 and LS07 Inverse Estimates^6

<table>
<thead>
<tr>
<th>Ocean</th>
<th>GA03</th>
<th>LS07</th>
<th>RDM</th>
<th>JSL01</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atlantic Ocean</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A2–A5</td>
<td>16 GW</td>
<td>52 GW</td>
<td>22 GW</td>
<td>14 GW</td>
</tr>
<tr>
<td>A5–A9</td>
<td>298 GW</td>
<td>108 GW</td>
<td>55 GW</td>
<td>25 GW</td>
</tr>
<tr>
<td>A9–A10</td>
<td>163 GW</td>
<td>32 GW</td>
<td>15 GW</td>
<td>8 GW</td>
</tr>
<tr>
<td>A10–A11</td>
<td>8 GW</td>
<td>41 GW</td>
<td>19 GW</td>
<td>11 GW</td>
</tr>
<tr>
<td>Atlantic total</td>
<td>0.48 TW</td>
<td>0.23 TW</td>
<td>0.11 TW</td>
<td>0.06 TW</td>
</tr>
<tr>
<td>Indian Ocean</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>North of I2</td>
<td>384 GW</td>
<td>112 GW</td>
<td>32 GW</td>
<td>29 GW</td>
</tr>
<tr>
<td>I2–I3</td>
<td>25 GW</td>
<td>74 GW</td>
<td>19 GW</td>
<td>21 GW</td>
</tr>
<tr>
<td>I3–I5</td>
<td>67 GW</td>
<td>100 GW</td>
<td>29 GW</td>
<td>21 GW</td>
</tr>
<tr>
<td>Indian total</td>
<td>0.48 TW</td>
<td>0.29 TW</td>
<td>0.08 TW</td>
<td>0.07 TW</td>
</tr>
<tr>
<td>Pacific Ocean</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1–P3</td>
<td>51 GW</td>
<td>47 GW</td>
<td>22 GW</td>
<td>25 GW</td>
</tr>
<tr>
<td>P3–P21</td>
<td>355 GW</td>
<td>151 GW</td>
<td>139 GW</td>
<td>100 GW</td>
</tr>
<tr>
<td>P21–P64</td>
<td>238 GW</td>
<td>43 GW</td>
<td>46 GW</td>
<td>30 GW</td>
</tr>
<tr>
<td>Pacific total</td>
<td>0.64 TW</td>
<td>0.24 TW</td>
<td>0.21 TW</td>
<td>0.15 TW</td>
</tr>
<tr>
<td>Global total</td>
<td>1.60 TW</td>
<td>0.76 TW</td>
<td>0.40 TW</td>
<td>0.28 TW</td>
</tr>
</tbody>
</table>

^6For the GA03 estimates, a diffusivity profile for each ocean volume delineated by the hydrographic sections noted below was available and used for the estimates. For LS07, only a single vertically averaged diffusivity profile per basin was available. The fully spatially varying diffusivity fields were used for the RDM and JSL01 estimates.

Basins may be partly responsible. Indeed, many observational studies infer strong diapycnal mixing rates in passageways between deep Indian Ocean basins [e.g., Johnson et al., 1998; MacKinnon et al., 2008]. But mixing in these deep passages is at best only a partial explanation for the large discrepancies between diffusivity estimates from hydrographic inversions and the diffusivity parameterizations (Figures 5, 7, and 9), because the mixing action is confined to the deepest oceanic layers yet the discrepancies are large up into the thermocline. As pointed out by St. Laurent and Thurnherr [2007], most of the above work targets prominent passages and fracture zones. Their work on the Lucky Strike passage, a small passage below the resolution of satellite bathymetry on the mid-Atlantic Ridge crest, suggests that turbulence resulting from flow through the many thousands of such narrow passages existing on the global mid-ocean ridges may cumulatively equate to buoyancy fluxes equivalent to those of the major passages and fracture zones, and, because these sites are at shallower depths, influence mixing rates up to the base of the thermocline.

In summary, the results here indicate that preliminary, spatially heterogeneous mixing parameterizations such as JSL01 and RDM are conservative in both the magnitude of total abyssal mixing implied, and the vertical extent to which they allow bottom-intensified mixing to penetrate into the water column. Comparison with microstructure surveys suggests the latter issue can be addressed by improving vertical structure functions, such as the stratification-dependent scale height approach formulated by Polzin [2009]. A more serious issue may be the significant discrepancy between the basin-scale inversions and the preliminary parameterizations. Assuming the inversions are realistic, a plausible interpretation is that parameterizing topography-catalyzed, internal wave driven mixing is not sufficient to approximate the spatial distribution of total diapycnal mixing in the abyssal ocean. The current trend in improving mixing parameterizations is to combine maps of energy conversion of, for instance, tidal and eddy dissipation as was recently done in Saenko et al. [2012]. This approach, especially if coupled with improved vertical structure functions, might well improve the comparison with the inversions, but the results here indicate that separate parameterizations targeting mixing localized in canyons and narrow passageways will probably need to be added to improve comparisons with the inversions. The fidelity of the inversions is a topic far beyond the scope of this article and will not be discussed.
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