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Abstract
Upper-ocean seasonal stratification (seasonal pycnocline and/or transition layer) is a ubiquitous feature and its vertical 
structure has large spatial variability. The density stratification regulates the stability of the upper ocean and thus can affect 
the oceanic response to atmospheric forcing and biogeochemical processes by modulating vertical mixing. In this study, 
we described the development of the seasonal stratification in terms of the stability of the water column, using the poten-
tial energy anomaly (PEA) as a metric based on Argo profiles. PEA budget analysis reveals that over most of the North 
Pacific, seasonal stratification develops under a vertical one-dimensional energy balance between an increase in PEA (i.e., 
a strengthening of the stratification) driven by atmospheric buoyancy forcing and a decrease in PEA associated with verti-
cal mixing within the water column. Horizontal advection of PEA plays a significant role in the seasonal development of 
the stratification only in the regions of the western boundary current and equatorial current system south of 10°N. We find 
that, in addition to the total magnitude of the oceanic buoyancy gain, the balance between compositions of the atmospheric 
forcing (non-penetrating surface buoyancy forcing and penetrating radiative heating) is also important in explaining regional 
differences in the development of the seasonal stratification. The vertical diffusivity in the seasonal stratification estimated 
from the residual of the PEA budget is in the range from 5 × 10−5 m2 s−1 to 5 × 10−4 m2 s−1 and shows spatial and seasonal 
variability associated with local wind forcing.

1  Introduction

The upper ocean in the warming season consists of a rela-
tively thin mixed layer (ML) and seasonal stratification 
(seasonal pycnocline and/or transition layer) below the ML. 
Seasonal change in stratification is a ubiquitous feature of 
the North Pacific. In the warming season, the stratification 
develops as a result of heating, freshwater supply and wind 
forcing from the atmosphere, and oceanic lateral processes. 
While the development of a seasonal stratification occurs 

across the North Pacific, its vertical structure differs region-
ally (Fig. 1). For example, shallower and sharper seasonal 
stratification tends to develop in the northern part of the 
North Pacific compared to the southern part. In the Kuroshio 
and its extension regions, a more substantial buoyancy gain 
occurs in the subsurface, leading to stratification with more 
linear vertical structures. These features are the result of 
regional differences in the dominant processes of forming 
the seasonal stratification.

Heat, freshwater, momentum, and chemical tracers 
exchanged between the atmosphere and ocean are trans-
ported into the ocean interior through the ML and the sea-
sonal stratification. Since the seasonal stratification char-
acterizes “difficulty in mixing (i.e., stability)” of the upper 
ocean due to its maxima in the density stratification, it has 
great potential of influences on physical and biogeochemical 
processes within the upper ocean.

Vertical mixing below the ML during the warming sea-
son is controlled by the strength of stratification (Qiu et al. 
2004; Cronin et al. 2013). In turn, this can affect the supply 
of nutrients from the subsurface and the vertical transport 
of heat, which is an important factor in determining the sea 
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surface temperature during the warming season (Hosoda 
et al. 2015). Moreover, not only in the warming season, the 
upper ocean stability that develops during the warming sea-
son can also affect ocean ventilation via its impact on the 
development of the winter ML (e.g. Qiu and Chen 2006; 
Kako and Kubota 2007). Despite the importance of seasonal 
stratification for physical and biogeochemical processes, the 
formation and spatial variability of seasonal stratification 
have not been widely investigated from an observational 
perspective (e.g., Johnston and Rudnick 2009).

Previous model and observational studies have used 
common metrics to quantify upper ocean stratification. 
These include the density or temperature difference 

between the surface and subsurface, and the buoyancy 
frequency (e.g. Tomita et al. 2010; Capotondi et al. 2012; 
Maes and O’Kane 2014). While these metrics are use-
ful, being readily obtained from low vertical resolution 
observational data or climate model output, they do not 
always quantify the “difficulty in mixing”, which is the 
essence of seasonal stratification. To assess the influences 
of seasonal stratification on biogeochemical processes and 
air-sea interaction, a metric capable of quantitatively rep-
resenting this “difficulty in mixing” of the water column 
is needed.

In this study, for a metric, we used the potential energy 
anomaly (PEA; � ) advocated by Simpson (1981). PEA 

Fig. 1   Seasonal cycle of the upper-ocean potential density stratifica-
tion in the North Pacific, based on Argo data sampled during 2006–
2016 (y-axis: depth (m), and x-axis: potential density (kg m−3)]. Pro-
files are averaged over a 2° (longitude) ×  2° (latitude) region centered 

at labeled location [longitude (°E), latitude (°N)]. Averaged profiles 
are normalized to the potential density at 200 m in February follow-
ing the procedure of Moisan and Niiler (1998)
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defined from the surface ( z = 0 ) to the base of a depth 
( z = − H ) is written as;

with the vertically averaged potential density being written 
as

where 𝜌̃ (= 𝜌 − 𝜌̄ ) is the deviation from the vertically aver-
aged potential density and g (= 9.80 m s−2) is the accelera-
tion due to gravity. PEA provides a measure of the amount of 
energy per unit volume (J m−3) required to make the density 
stratified water column vertically homogeneous; it, there-
fore, directly represents the “difficulty in mixing”. Examples 
of calculation of PEA are shown in Fig. 2. Using this PEA 
as a metric, together with its time-dependent equation, we 

(1)𝜙 =
1

H ∫
0

−H

(𝜌̄ − 𝜌) gz dz = −
1

H ∫
0

−H

𝜌̃gz dz,

𝜌̄ =
1

H ∫
0

−H

𝜌 dz,

are able to discuss quantitatively the development and spatial 
variability of the seasonal stratification in terms of stability.

Making use of observational data, the purpose of this 
study is to describe the development of seasonal stratifi-
cation in terms of “difficulty in mixing”, and to discuss 
the dominant processes forming the stratification and 
their balance using a time-dependent equation for PEA. 
We also examine the effectiveness of applying the PEA 
budget analysis, which has generally been used in stud-
ies of coastal studies, to the seasonal stratification in the 
open ocean.

The remainder of this paper is organized as follows. 
In Sect. 2, the dataset and the processing methods are 
described. The PEA climatological field and its seasonal 
cycle are described in Sect. 3. In Sect. 4 we outline the 
configuration and validation of the PEA budget analysis 
and the results of the PEA budget. In Sect. 5 we discuss 
the difference in the balance of terms in the budget, dem-
onstrating three representative regions as the examples. 
Finally, a summary is provided in Sect. 6.

Fig. 2   Examples of the potential energy anomaly (PEA) calculation. 
a–c Seasonal cycle of the upper-ocean profile of potential density 
stratification at (a 153°E, 35°N), (b 177°W, 43°N), and (c 177°W, 

23°N). d–f Corresponding seasonal cycle of PEA with the annual 
maxima of ML depth (H) set to d 144 m, e 163 m, f 88 m, respec-
tively
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2 � Data and methods

We mainly used the Advanced automatic Quality Control 
Argo data (AQC Argo data; http://www.jamst​ec.go.jp/
ARGO/argo_web/ancie​nt/AQC/index​.html) for tempera-
ture and salinity profiles provided by the Japan Agency 
for Marine-Earth Science and Technology (JAMSTEC). 
AQC Argo data includes the Global Data Assembly Center 
(GDAC) real-time quality control profiles (Argo 2000), 
with additional quality controls performed by JAMSTEC. 
The spatial coverage of the Argo profiles in the North 
Pacific after 2006 is sufficient for detecting the seasonal 
cycle of the upper ocean stratification. Profiles collected 
from January 2006 to December 2016 were used. Due to 
the scarcity of profiles in the coastal and marginal sea 
regions, these regions were excluded from subsequent 
analysis. The vertical resolution of Argo profiles var-
ies depending on the initial setting or/and data transfer 
method and a part of the profiles has the sampling inter-
vals varying with the depth within a profile. In the profiles 
used in this study, we confirmed that vertically coarse pro-
files (those have less than twenty observations or a vertical 
interval greater than 10 m in the upper 200 m) were only 
~ 3% of the total profiles. We also checked the spatial dis-
tribution and seasonal change in the monthly climatology 
of PEA were not affected whether those coarse profiles 
were used or not.

From the QC’ed profiles by JAMSTEC, a few profiles 
were excluded because they exceeded three standard 
deviations of the mean profile calculated for the month 
and within the 3° (longitude) × 3° (latitude) area. After 
this QC procedure and the potential density calculation, 
profiles were vertically interpolated to 1-m intervals using 
Akima spline (Akima 1970). To obtain the gridded fields 
of the metrics (e.g., PEA and ML depth) and to avoid the 
smoothing of vertical structures by the spatial and tem-
poral averaging of profiles, metrics were calculated from 
the raw profile data. Monthly 1° (longitude) × 1° (latitude) 
fields for each metric were produced using a weight func-
tion that is inversely proportional to the distance from the 
grid point, following Oka et al. (2015).

To evaluate the contribution of lateral processes to the 
change in seasonal stratification, we also used the Roem-
mich–Gilson Argo climatology (RG Argo; Roemmich 
and Gilson 2009). The dataset was gridded using monthly 
objective mapping to 1° × 1° horizontal resolution with 
latitude-dependent decorrelation scales. The dataset has 
58 levels in the vertical, with a 10 dbar resolution above 
170 dbar and a maximum depth of 1975 dbar. After verti-
cal interpolation, using the same procedure as for Argo 
profiles, we calculated the geostrophic velocity profile 
assuming a reference depth of 1975 dbar. Daily averaged 

gridded QuikSCAT and Advanced Scatterometer (ASCAT) 
wind stress products made available through the Asian-
Pacific Data-Research Center (http://apdrc​.soest​.hawai​
i.edu/) were used to obtain the monthly Ekman transport 
field.

We used three daily mean atmospheric datasets to calcu-
late atmospheric buoyancy forcing. The surface net heat flux, 
Qnet, and its four components (shortwave radiation, QSW; 
longwave radiation, QLW; sensible heat flux, QSH; latent heat 
flux, QLH) are from the Japanese Ocean Flux Data Sets with 
Use of Remote Sensing Observations 3 (J-OFURO3; Tomita 
et al. 2018). The J-OFURO3 data are derived using a bulk 
formula to estimate turbulent fluxes based on parameters 
observed by multiple satellites and have a spatial resolu-
tion of 0.25° × 0.25°. The radiation data were taken from the 
International Satellite Cloud Climatology Project (ISCCP) 
and Cloud and the Earth’s Radiant Energy System (CERES). 
For the component of freshwater flux, E − P (evaporation 
minus precipitation), we used the Global Precipitation Cli-
matology Project ver1.2 (GPCP; Huffman et al. 2001) for 
precipitation rate and the Objectively Analyzed Air-Sea Flux 
(OA Flux; Yu et al. 2008) for the evaporation rate. The net 
surface buoyancy flux, B = − g(�Qnet∕Cp�0 − �(E − P)S0) , 
was then estimated from the net surface heat and freshwater 
fluxes, where Cp�0 (= 4.09 × 106 J °C−1 m−3) is the volumet-
ric heat capacity of seawater, S0 is the sea surface salinity, 
and α and β are the thermal expansion and haline contraction 
rates of seawater, respectively. These heat and freshwater 
flux datasets were averaged over the analytical period to 
obtain a monthly climatology at each 1° × 1° grid points.

The averaging periods for J-OFURO3 and GPCP data 
are 2006–2013 and 2006–2014, respectively, based on data 
availability. Although these averaging periods are shorter 
than those of the oceanic variables (2006–2016), they do 
not have an impact on our results from the analyses below. 
We checked that the results of this study were qualitatively 
unchanged using a climatology constructed from 2006–2013 
Argo data.

3 � Seasonal cycle of PEA

Since the focus of this work is the layer of the ocean where 
the density shows seasonal variation (hereafter, seasonal 
boundary layer), we set the lower limit in the PEA calcula-
tion (H) to the local annual maximum of ML depth. ML 
depth is defined as the depth at which potential density 
increases (or temperature differs) from the surface value by 
0.125 kg m−3 (0.5 °C), following the widely used threshold 
method (Monterey and Levitus 1997). The surface value is 
assigned to the value at 5 m depth. The seasonal boundary 
layer depth, H, was obtained from the monthly ML depth 
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climatology derived from raw profile ML depths using the 
above-mentioned mapping method.

The spatial distribution of H used in the calculation 
of PEA is shown in Fig. 3. The thickness of the seasonal 
boundary layer has significant spatial variability (Fig. 3). 
Although H can exceed 200  m (the maximum value is 

247 m) in the northwestern part of the subtropical gyre 
where the ML is well developed in late winter (Suga et al. 
2004), H is ~ 100 m south of 20°N and is shallowest in the 
eastern part of the tropics. In pioneering work using obser-
vations to investigate upper ocean heat and freshwater bal-
ance (Moisan and Niiler 1998; Giglio and Roemmich 2014), 
a surface that behaves similarly to a material surface was 
defined in the subsurface and this surface used as the base 
in the budget calculation. Since H in this study is defined 
using a similar procedure to these studies, we regard H as a 
material surface, at least, in the warming season (i.e., when 
the net sea surface buoyancy flux is downward and the ML 
is shallow). Indeed, the material surface defined in fig. 1 of 
Giglio and Roemmich (2014) has a similar spatial distribu-
tion to that of H in this study (Fig. 3).

The monthly climatology of PEA is shown in Fig. 4. PEA 
has a characteristic spatial distribution that reflects the spa-
tially non-uniform development and decay of the seasonal 
stratification in the North Pacific. The development of PEA 
has a latitudinal maximum along 35°N and another local 
maximum in the eastern part of tropics at ~ 10°N, across a 

Fig. 3   Spatial distribution of the annual maximum of mixed layer 
depth (i.e., the seasonal boundary layer depth), H (m)

Fig. 4   Seasonal cycle of PEA (J m−3; color) and the mixed layer depth (m; gray contours). The mixed layer depth contour interval is 50 m for 
November–April and 20 m for May–October
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region where the development of PEA is relatively minor. 
Comparison with the spatial distribution of ML depth 
reveals that the PEA is larger in the shallower ML depth 
region during the warming season. However, in late sum-
mer (August–September) when PEA is fully developed, the 
spatial patterns of these two fields do not always correspond. 
This suggests that PEA development is not determined sim-
ply by processes controlling the ML depth under stabilizing 
forcing during the warming season.

Focusing on seasonal variation in PEA (Fig. 5), the phase 
of PEA development differs between the high- and mid-lati-
tudes and the tropics. As one might expect, in the high- and 
mid-latitudes north of 20°N, PEA, which becomes zero by 
mixing and convection induced by strong cooling and wind 
forcing during winter, begins to develop in spring and early 
summer (March–April) and reach its annual maximum stage 
of development in mid-summer (July–August). In the east-
ern part of tropics, the phase of PEA development is about 
2 months behind that of the mid-latitudes; the PEA starts to 
develop in May or June and peaks in October or November. 
At the latitude of 15°–25°N, the PEA develops from spring 
to early summer in its western part and during late summer 

in its eastern part, although the changes are relatively small. 
PEA development lasts around 6 months over the whole 
North Pacific, although the phase differs among regions. The 
decay of PEA is a mirror image of the development phase.

It is expected that the surface stabilizing buoyancy forcing 
is an important factor in the development of seasonal stratifica-
tion, such as the well-known mixed layer processes under sta-
bilizing forcing. We examined the phase relationship between 
the development of PEA and the surface buoyancy gain during 
the warming season. Figure 6 shows the month of maximum 
development of PEA (Fig. 6a) and the net surface buoyancy 
gain (Fig. 6b) over the North Pacific, together with their dif-
ference (Fig. 6c). The negative values in Fig. 6c indicate that 
the peak of PEA development precedes that of the net surface 
buoyancy gain. In many regions of the north of 20°N there 
is little difference between the phase of their peaks, suggest-
ing that the surface buoyancy forcing plays a dominant role 
in the development of seasonal stratification in the high- and 
mid-latitudes. In contrast, significant differences can be seen 
in regions south of 20°N where the monthly change in PEA 
is small. This suggests that aside from the surface buoyancy 

Fig. 5   Maps of the month-to-month change in PEA (J m−3 month−1). The change is defined as the difference from the previous month
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forcing, other factors, such as lateral processes, contribute to 
the development of the seasonal stratification in the North 
Pacific.

4 � PEA budget analysis

To quantify the relative contributions of processes driving 
the development of the seasonal stratification in the North 
Pacific, we performed a PEA budget analysis using a time-
dependent equation for the PEA (Burchard and Hofmeister 
2008). Since our focus is the developing phase of the sea-
sonal stratification, we applied the PEA budget analysis to 
only the warming season (April–August).

4.1 � Time‑dependent equation for PEA

Burchard and Hofmeister (2008) derived a time-dependent 
equation for PEA based on the potential temperature and 
salinity equations, the continuity equation and an equation 
of state for the potential density. The time rate of change 
of PEA, defined from the sea surface ( z = 0 ) to the annual 
maximum of ML depth ( z = − H ), can be written as follows:

where ū is the vertically averaged horizontal velocity vector 
defined as

ũ is the deviation from the vertically averaged horizontal 
velocity vector, ũ = u − ū ; w̄ and w̃ are the vertical velocity 
defined by the continuity equation,

and its deviation, w̃ = w − w̄ ; �h is the horizontal gradient 
operator; Pb is the vertical buoyancy flux represented as

with the vertical diffusivity Kv and a constant reference 
density �0 ; Ps

b
 and PH

b
 are buoyancy flux at the surface and 

at the annual maximum of ML depth, respectively; Kh is 
the horizontal eddy diffusivity; and Q is the source term of 
potential density,

with the penetrated shortwave radiation, I, and the potential 
temperature, �.

Terms 1–4 in Eq. (2) represent the change in PEA induced 
by the ocean currents. Terms 1 and 4 represent the PEA 
advection, including vertical density advection by w̄ . Term 
2, the depth-mean straining, quantifies the change in PEA 
due to a vertically sheared horizontal current in the presence 
of a horizontal gradient of vertically averaged density. Term 
3, the non-mean straining, represents PEA change due to the 

(2)

𝜕𝜙

𝜕t
= −�h ⋅ (ū𝜙)

⟨1⟩
+
g
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zũ dz
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�
−
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⟨5⟩

−
𝜌0

2

�
Ps
b
+ PH

b

�

⟨6⟩

+
g

H ∫
0

−H

�
−
H

2
− z

�
Q dz

⟨7⟩

+
g

H ∫
0

−H

�
−
H

2
− z

�
�h ⋅

�
Kh�h𝜌

�
dz

⟨8⟩

,

(3)ū =
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∫
−H

u dz,
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𝜕w̄
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(5)Pb =
g

�0
Kv

��

�z
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Q = −
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�
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�
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Fig. 6   Month of maximum increase in a PEA and b net buoyancy 
gain. c Difference between a and b, (i.e., a − b). Black hatching indi-
cates regions where the annual maximum of PEA increase is less than 
20 J m−3 month−1
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horizontal current and the density with vertically correlated 
variation. This term dictates that a PEA change may occur 
due to horizontal change in the vertical density gradient, 
even if the vertical averaged density is horizontally constant. 
Term 5 represents a decrease in PEA due to the rearrange-
ment of water in the seasonal boundary layer, induced by 
vertical mixing. The surface and bottom buoyancy fluxes 
also contribute to PEA changes (Term 6). An inner sink or 
source of potential density (Term 7) can contribute to stabi-
lizing or destabilizing of the water column; if a sink (e.g., the 
penetration of shortwave radiation) is in the upper (lower) 
half of the water column, PEA will increase (decrease). 
Term 8 represents change due to divergence/convergence of 
horizontal eddy diffusive density fluxes and creates a change 
in the same manner as Term 7. For further explanation of 
each term and the detailed derivation of Eq. (2), see Bur-
chard and Hofmeister (2008).

Considering the spatiotemporal scales of interest to this 
study, we simplified the time-dependent equation for PEA 
under the following assumptions. The vertical velocity in the 
seasonal boundary layer of the horizontally smoothed fields 
is quite small (typically on the order of 10−6 m s−1). Term 4 
of Eq. (2), therefore, becomes one or two orders of magni-
tude smaller than other terms (e.g., an order of magnitude 
smaller than Term 3). Likewise, the seasonal contribution 
from horizontal eddy diffusivity is expected to be small in 
large-scale averaged fields, except near the equatorial and 
western boundary current regions (Moisan and Niiler 1998; 
Giglio and Roemmich 2014; Ren and Riser 2009). In addi-
tion, since the vertical density gradient is generally small at 
the annual maximum of ML depth, we can assume that the 
bottom buoyancy flux due to vertical mixing ( PH

b
 ) is negli-

gible. For convenience, we assume that only the penetration 

of shortwave radiation into seawater is solely responsible 
for the inner source of potential density term (Term 7). With 
these assumptions, Eq. (2) can be rewritten as follows:

where the residual term includes vertical mixing (Term 5 of 
Eq. 2) and all terms that are assumed to be negligibly small.

To estimate the vertical profile of penetrating shortwave 
radiation, I(z) , we adopted a generalized empirical model 
using the inherent optical properties of seawater (Lee et al. 
2005). Specifically, the penetration of shortwave radiation 
is represented as;

where KVIS is the attenuation coefficient for the visible 
domain of shortwave radiation and is modeled as a function 
of depth and absorption and backscattering coefficients at 
490 nm ( a, bb , respectively):

Here, �0 − �2 and �0 − �2 are constant parameters derived 
from radiative transfer numerical simulations. The typical 

(7)

𝜕𝜙

𝜕t
= −�h ⋅ (ū𝜙)

A

+
g

H
�h𝜌̄ ⋅ ∫

0

−H

zũ dz

B

−
g

H ∫
0

−H

(
−
H

2
− z

)
ũ ⋅ �h𝜌̃ dz

C

−
𝜌0

2
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b

D

+
g

H ∫
0

−H

(
−
H

2
− z

)(
−

𝜌𝛼

𝜌0Cp

𝜕I

𝜕z

)
dz

E

+ (Residual),

(8)I(z) = I(0)e−KVIS z,

KVIS(z, a, bb) = K1(a, bb) +
K2(a, bb)

(1 + z)0.5

K1(a, bb) = �0 + �1a
0.5 + �2bb

K2(a, bb) = �0 + �1a + �2bb.

Fig. 7   Spatial distribution 
of the penetrating shortwave 
radiation (W m−2) at 40 m depth 
(color) and at the surface (black 
contours) for a April–May, b 
May–June, c June–July, and d 
July–August. Positive values 
indicate a downward flux
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range of K−1
VIS

 is roughly 5–15 m at 10 m depth, with the value 
increasing with depth and reaching K−1

VIS
 = 25 m at 100 m 

depth. The skill and robustness of this model in reproducing 
the observed transmittance of shortwave radiation for both 
open oceanic clear water and coastal turbid water have been 
demonstrated in recent studies (Xiu and Chai 2014; Zoffoli 
et al. 2017). Figure 7 shows the penetrating component of 
the shortwave radiation, calculated using the attenuation and 
backscattering coefficients from the Moderate Resolution 
Imaging Spectroradiometer (MODIS Aqua; NASA Godd-
ard Space Flight Center, Ocean Ecology Laboratory, Ocean 
Biology Processing Group 2014). The penetrating compo-
nent of shortwave radiation has a large spatial variability 
and becomes larger within the subtropical gyre because of 
the high transparency of seawater (Fig. 7). The fraction of 
shortwave radiation able to penetrate beyond the upper few 
centimeters of the ocean, γ, is assigned a value of 0.33 (Chen 
et al. 1994; Zhang et al. 2011). The penetrating component 
of the shortwave radiation at the surface is, I(0) = �QSW , and 
the non-penetrating buoyancy flux (Fig. 8; i.e., the fraction 
absorbed near the surface; the sum of sensible and latent 
heat fluxes, the longwave radiation flux, and the remaining 
shortwave radiation flux) becomes

On the spatiotemporal scales relevant to this work, the 
horizontal velocity vector in Eq. (7) is simply given as the 
sum of geostrophic and Ekman components. To obtain the 
vertical profile of Ekman velocity, we assumed that the 
Ekman velocity is constant in the ML and exponentially 

(9)

Ps
b
= −g

(
�
(
(1 − �)QSW + QLW + QSH + QLH

)

Cp�0
− �(E − P)S0

)
.

decays below the ML, following the Large Eddy Simula-
tion (LES) study of Goh and Noh (2013). By vertically 
redistributing the Ekman transport estimated from satellite 
wind fields, we calculated the vertical profiles of Ekman 
velocity at each grid points. Adding the geostrophic velocity 
computed from the RG Argo data (using a reference pres-
sure of 1975 dbar) to the Ekman velocity, we obtained the 
depth-dependent horizontal velocity field. A comparison at 
15 m depth between the resulting velocity field and a two-
dimensional ocean current product (Ocean Surface Currents 
Analyses Real-time (OSCAR); Bonjean and Lagerloef 2002) 
demonstrated a good agreement for both the magnitude and 
direction of the velocity field (figure not shown).

4.2 � PEA balance in the budget

The results of the PEA budget (RHS of Eq.  7) for 
July–August are shown in Fig. 9. As expected from the 
phase relationship between PEA development and surface 
buoyancy forcing (Fig. 6), terms representing atmospheric 
buoyancy forcing (Terms D and E) are dominant. The sum 
of the non-penetrating buoyancy forcing (Term D) and the 
penetration of shortwave radiation (Term E) determines the 
spatial distribution of PEA development (Fig. 5). Although 
spatial distribution of the Term D directly reflects that of 
the non-penetrating buoyancy forcing (Fig. 8d), Term E 
depends also on the annual maximum of mixed layer depth 
(H; Fig. 3). According to form of Term E in Eq. (7), the 
contribution of Term E is larger in the region where the H 
is extremely deep such as the Kuroshio recirculation region, 
compared to the regions of the same latitudes where the 
amount of the penetrative heating (Fig. 7d) is similar.

Fig. 8   Spatial distribution of 
heat (color shade; first term of 
RHS in Eq. 9) and freshwater 
(black contours; second term 
of RHS in Eq. 9) components 
of the surface non-penetrating 
buoyancy flux (10−8 m2 s−3) for 
a April–May, b May–June, c 
June–July, and d July–August. 
Solid (dash) lines indicate 
positive (negative) values 
and the contour interval is 
1 × 10−8 m2 s−3. The negative 
values indicate net ocean buoy-
ancy gain
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Contributions from lateral processes (Terms A, B, and 
C) are relatively small throughout the period of PEA devel-
opment (shown in Fig. 9a–c). PEA advection (Term A), 
however, makes a significant contribution in regions where 
dynamic height contours are concentrated, such as the 
Kuroshio/Kuroshio extension and the equatorial current 
system south of 10°N (Fig. 9a). The depth-mean strain-
ing term (Term B) increases PEA up to 30 J m−3 month−1 
south of 30°N. This is because the northward Ekman flow 
due to the trade winds carries near surface lighter water 
from the south, which strengthens stratification (Fig. 9b). 
In the region where the depth-mean straining term reaches 
its maximum value (approximately 130°W, 20°N), its con-
tribution is comparable to the buoyancy terms. The non-
mean straining term (Term C) is smaller than 10 J m−3 
month−1 for the whole of the North Pacific, except in a few 
limited regions (Fig. 9c).

The residual term shows relatively uniform negative val-
ues, suggesting a decrease in PEA due to vertical mixing in 
the water column. In many parts of the North Pacific, the 
residual term is the second largest, after the sum of buoy-
ancy flux terms (Fig. 9f). The dominance of Terms D and E 
in determining the PEA development is also found during 
other months of the PEA development period (not shown). 
Accordingly, this suggests, except in the strong current 
regions, seasonal stratification in the North Pacific develops 
under a vertical one-dimensional energy balance between 
the surface and/or inner buoyancy gain and buoyancy redis-
tribution by vertical mixing.

4.3 � Residual term and validation of the budget

Although the negative residual term suggests vertical mix-
ing acts to decrease PEA, the term is itself a combination 
of terms that we are unable to estimate and the errors in 
those we can estimate. It is difficult to estimate precisely 
these uncertainties. However, we can get an estimate for 
the vertical diffusivity by assuming the case that vertical 
mixing dominates the residual term.

Assuming the vertical mixing (Term 5 of Eq. 2) is 
responsible for the change in PEA due to residual terms, 
the vertically averaged vertical diffusivity weighted by the 
vertical density gradient, Kv , can be computed as

The seasonal change in the spatial distribution of Kv 
obtained from each monthly residual term, excluding 
regions with a positive residual (i.e., with negative Kv ), is 
shown in Fig. 10. The largest diffusivity value (exceeding 
3 × 10−4 m2 s−1) are found in regions where the ML is rela-
tively deep, and where strong vertical mixing remains into 
the spring and early summer (Fig. 10a; see also Fig. 4). In 
mid-summer when the ML becomes shallow relative to 
H , the diffusivities range roughly between 5 × 10−5 m2 s−1 
and 5 × 10−4 m2 s−1, and show a distinct seasonal change.

(10)Kv =
H

g
(Residual)

(

∫
0

−H

��

�z
dz

)−1

.

Fig. 9   Spatial distribution of the contributions to the PEA budget in 
Jul–Aug: a PEA advection term overlain by the mean dynamic height 
(dyn-m; contours); b depth-mean straining term with Ekman current 
vectors at 10 m depth (shown for values larger than 3 m s−1 and with 

constant vector length); c non-mean straining term; d non-penetrating 
buoyancy flux term; e penetrating shortwave radiation term; f resid-
ual term. Green boxes in d indicate the locations discussed in Sect. 5 
(Figs. 12, 13)
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The dependency of the diffusivity on the local wind 
forcing is shown in a scatter plot of the logarithm of Kv 
and the logarithm of the cube of the surface frictional 
velocity, u∗ =

√
�∕� , where � is surface wind stress from 

the daily QuikSCAT and ASCAT products (Fig. 11). Kv 

is significantly correlated with u3
∗
 with a correlation coef-

ficient R = 0.41 (p < 0.01). This correlation is increased 
(R = 0.54; p < 0.01) if data points where the corresponding 
value of the PEA residual is larger than − 20 J m3 month−1 
are excluded (20 J m−3 month−1 is roughly equivalent to 
an error in Qnet of 30 W m−2).

Except for low diffusivity in the central North Pacific, 
estimated summertime diffusivities in the seasonal bound-
ary layer are consistent with values derived from the 
budget analyses of potential vorticity (2–5 × 10−4 m2 s−1; 
Qiu et  al. 2006), dissolved oxygen (1.7 × 10−4 m2  s−1; 
Sukigara et al. 2011) and heat and salt (1–3 × 10−4 m2 s−1; 
Cronin et al. 2013; Cronin et al. 2015) in the northwest-
ern Pacific subtropical recirculation gyre and the north-
eastern subpolar gyre. Moreover, the gradual decrease in 
diffusivity as stratification below the ML develops toward 
late summer is consistent with the result of Cronin et al. 
(2015).

Good agreement between diffusivities estimated in this 
work and estimates from previous studies indicated that the 
residual in the PEA budget is associated mainly with the 
vertical mixing term, suggesting in turn that the assump-
tions made to estimate the RHS of Eq. (7) are valid. How-
ever, it is to be noted again that this estimated Kv include 
various uncertainties, such as the error in estimates of the 
surface buoyancy flux. Indeed, the positive residual values 
shown in Fig. 10 cannot be explained through the vertical 
mixing process. As a possible cause, contributions from 
time-varying currents on shorter time scale than monthly 
and smaller spatial scale than 1° × 1° might be underesti-
mated in the strong current regions, such as the western 
boundary and equatorial current system (c.f., Fig. 9a–c). 

Fig. 10   Spatial distribution 
of depth-averaged vertical 
diffusivity, K

v
 (m2 s−1), for a 

April–May, b May–June, c 
June–July, and d July–August. 
Gray hatching indicates regions 
with positive residuals

Fig. 11   Scatter plot of the logarithm of depth-averaged vertical diffu-
sivity, K

v
 , and the logarithm of the cube of frictional velocity, u∗ , for 

April–August. Data points with a corresponding PEA residual term 
greater than − 20 J m−3 month−1 are shown in gray. The gray line is 
the least squares fit for all data points, whereas the red line is the least 
squares fit for data points colored black
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Indeed, the importance of time-varying currents in con-
tributing to the upper ocean heat content changes has been 
emphasized by several previous studies focusing on the 
Kuroshio Extension region (e.g., Qiu and Kelly 1993; 
Vivier et al. 2002).

5 � Discussion

Seasonal stratification in the North Pacific develops under a 
vertical one-dimensional energy balance, except in regions 
with strong current (Fig. 9) and it is suggested that the devel-
opment of seasonal stratification is strongly associated with 

the seasonal cycle of buoyancy forcing (Fig. 6). In this chap-
ter, we examine the detail of the local PEA balance to reveal 
the relative contributions of oceanic lateral processes, and to 
investigate the influences of difference in the composition of 
atmospheric buoyancy forcing.

We set a box in the Kuroshio extension region 
(150–160°E, 32–37°E; box KE) to demonstrate the rela-
tive importance and role of the lateral processes on the 
PEA development. And, in order to show the influences 
of difference in the composition of atmospheric buoy-
ancy forcing, we choose the other two boxes which have 
similar accumulated ocean buoyancy gains during the 
warming season (box P: 179°E–176°W, 40°–45°N; box 

Fig. 12   Accumulated April–August oceanic buoyancy gain 
(10−8 m2 s−3; black bars) and its components for the a box KE, b box 
P, and c box N. The blue (red) bars indicate non-penetrating (pene-

trating) components of oceanic buoyancy gain. Gray bars within blue 
bars show the freshwater component of the non-penetrating buoyancy 
gain

Fig. 13   April–September time series of the time rate change in PEA 
(J m−3 month−1; black line) and each term in the PEA budget (Eq. 7) 
for the a box KE, b box P, and c box N. Terms shown are the PEA 
advection term (orange line), the depth-mean straining term (green 

line), the non-mean straining term (purple line), the non-penetrating 
buoyancy flux term (blue line), the penetrating shortwave radiation 
term (red line), and the residual term (gray line)
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N: 179°E–176°W, 20°–25°N). Averaged over each region, 
August PEA is 196.6 J m−3 for the box P, 128.9 J m−3 for 
the box N, and 383.0 J m−3 for the box KE (c.f. Fig. 2).

The accumulated ocean buoyancy gain and its compo-
sition for the three regions are shown in Fig. 12. The latter 
two regions have similar values of the accumulated ocean 
buoyancy gains during the development phase of the 
seasonal stratification but, their compositions are quite 
different. The penetrating shortwave radiation and the 
non-penetrating components are both positive in the box 
P. On the other hand, in the box N, the non-penetrating 
component is negative (i.e. ocean buoyancy loss), mainly 
due to strong evaporation and thus latent heat cooling in 
the subtropical region.

Figure 13 shows the time series of the PEA budget 
averaged over each region. Only in the box KE does 
PEA advection play a significant role in the development 
of seasonal stratification (Fig. 13a). Since higher PEA 
waters are carried into the region from upstream of the 
Kuroshio current, the PEA advection term also peaks late 
in the developing phase. As a result, PEA development 
peaks 1 month later than the buoyancy gain. In August, 
PEA advection contributes to ~ 41% of the time rate 
change in PEA.

Comparing the box P and box N (Fig. 13b, c), the PEA 
budgets show a fundamental difference in the balance, 
although their net buoyancy gains are similar. In the box 
P, the dominant contribution from the non-penetrating 
buoyancy flux (Term D in Eq. 7) controls the seasonal 
cycle, and the penetrating shortwave radiation term (Term 
E) and the vertical mixing term (residual) are nearly bal-
anced. On the other hand, in the box N, since the non-
penetrating buoyancy term is negative (except for June), 
the PEA cannot increase through the warming season as it 
does in the box P. Note that the negative non-penetrating 
buoyancy term at the surface here does not imply vertical 
mixing within the surface layer.

Since the relative size of the residual term (assumed 
to be the contribution of vertical mixing) to the time rate 
of change in PEA is not significantly different between 
the box P and the box N, this difference in the PEA term 
balance is attributed to the difference in the component 
of buoyancy forcing, rather than the local vertical mixing 
intensity. That is, even if the total buoyancy gain would 
be same, a condition that the non-penetrating component 
also contributes to the total buoyancy gain—as is the case 
in the North Pacific except for the subtropical central 
North Pacific (Fig. 9d)—is more favorable for the for-
mation of more intense PEA stratification. These results 
emphasize the important influence of the “composition” 
of buoyancy forcing, in addition to the “total magnitude”, 
on the development of seasonal stratification.

6 � Summary

Based on the Argo profile data and atmospheric buoyancy/
momentum flux data derived mainly from satellite obser-
vations, we investigated the development of the seasonal 
stratification in the North Pacific. Applying the concept 
of PEA, which has historically been used in studies of 
coastal and shelf seas (e.g. Gronholz et al. 2017), to the 
seasonal stratification of the open ocean, we have quanti-
tatively described the development of the seasonal strati-
fication. Using PEA as a metric to represent the stratifica-
tion, and by analyzing its budget, we have estimated the 
contribution of lateral processes and vertical mixing as the 
residual. Both contributions would have been difficult to 
quantify from observational data by using other previous 
metrics.

The PEA budget analysis shows that the seasonal strati-
fication develops under a vertical one-dimensional energy 
balance between the atmospheric buoyancy forcing and the 
vertical mixing in the water column over a large part of 
the North Pacific, except for the Kuroshio/Kuroshio Exten-
sion and equatorial current system south of 10°N. In the 
Kuroshio Extension region, a significant part of the time 
rate of change in PEA can be attributed to the advection 
of PEA. A comparison of PEA term balance indicates that 
the condition that both of the non-penetrating and pen-
etrating forcing contribute is important for the develop-
ment of more stable stratification in the North Pacific. It is 
worth emphasizing that not only “How large amount of the 
heat enters the ocean” but also “How to heat the ocean” is 
important for forming the upper ocean stability during the 
warming season that affects the physical and biogeochemi-
cal processes through controlling the vertical mixing.

The vertical diffusivity, depth-averaged over the sea-
sonal boundary layer and estimated from the residual 
of the energy budget, ranging from 5 × 10−5 m2 s−1 to 
5 × 10−4 m2 s−1. This range is consistent with previous 
indirect estimates for other independent tracers (e.g., 
potential vorticity), which gives us confidence in these 
estimates. The diffusivity shows significant spatial and 
seasonal variability, indicative of its dependence on the 
strength of local wind forcing during the warming season.

Pertinent to the discussion of vertical mixing under a 
stabilizing buoyancy force, recent observational and LES 
studies have shown that the oceanic response to wind forc-
ing is latitude-dependent, due to the Coriolis parameter 
(Goh and Noh 2013; Lee et al. 2015; Yoshikawa 2015). 
Moreover, modeling studies have demonstrated that the 
wind energy input to near-inertial motion contributes to 
the near-surface mixing (Furuichi et al. 2008; Jochum 
et  al. 2013). In this study, the contributions from the 
directly wind-induced mixing and the mixing associated 
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with the near-inertial energy are included in the residual 
term of the PEA budget. It is difficult, however, to iden-
tify the mechanisms responsible for the vertical mixing 
due to its large uncertainty and errors from other terms. 
Further studies are thus needed to explain quantitatively 
the spatial distribution of the vertical diffusivity in the 
seasonal boundary layer and its impact on the sea surface 
temperature development and biogeochemical processes 
during the warming season.
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