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\section*{1. Introduction}

Observational programs in the 1970s, for example MODE (e.g. McWilliams, 1976) and POLYMODE (e.g. McDowell, 1986 and references in the same issue), revealed a turbulent ocean filled with quasi-horizontal eddies in the mesoscale (tens to hundreds of kilometers). Oceanic eddies stir nutrients, pollutants and other tracers about 100 times more effectively in the horizontal than in the vertical. The horizontal anisotropy properties of eddies determine their relative mixing effectiveness in the zonal and meridional directions. Since the most energetic oceanic flow is at the surface, and since the surface is much better observed than the deeper flow, we will focus on characterizing anisotropy of the surface mesoscale flow.

Turbulent mesoscale flow of the ocean, like that of the atmosphere of Earth and other planets, is strongly affected by density stratification and rotation of the planet. A rich theory has developed over the last 40 years to explain stratified and rotating turbulence (Danilov and Gurarie, 2000; Vallis, 2006). Buried within the complexity of chaotic, random instantaneous fluid motions, the average properties reveal organizing principles of the flow. Nonlinear interactions between different length scales drive a cascade that redistributes energy between different length scales (Frisch, 1995). The (horizontal) quasi-two-dimensionality of the flow induced by rotation and stratification is responsible for directing the flow of energy toward larger spatial scales in the counterintuitive inverse energy cascade (Batchelor, 1953; Fjortoft, 1953). Anisotropy in the inverse cascade arises from a gradient in the mean potential vorticity (PV), the most studied example being the $\beta$-effect, which arises from the meridional gradient in the Coriolis parameter ($\beta = \partial f/\partial y$) due to the curvature of the Earth. The $\beta$-effect weakens the cascade into large meridional (but not zonal) length scales. This leads to a preference for zonally elongated eddies, and zonally oriented jets, in both freely decaying horizontally homogeneous turbulence (Rhines et al., 1977; Vallis and Maltrud, 1993; Galperin et al., 2006) and homogeneous turbulence forced by a vertically sheared eastward mean flow (Panetta, 1993). These model experiments help to explain the familiar westerly jet stream of Earth’s atmosphere and the clouds of Jupiter stretched into zonal bands. In the ocean there are PV gradients associated with vertical shear of the mean flow, which in general have a meridional component. Arbic and Fierli (2004a) found that when the shear-induced PV gradients in turbulence forced by a nonzonal mean flow are smaller than $\beta$ then eddies are zonally elongated, but are more isotropic when shear-induced PV gradients are comparable to $\beta$. It is
noteworthy that despite the wide range of parameters considered by Arbic and Flierl (2004a), they never found a regime where the meridional velocity variance dominated over the zonal velocity variance. Many other complications that exist in the real ocean are often not taken into account in the theory or in the idealized numerical experiments cited above. Complex topography and coastlines, spatial inhomogeneity of stratification, and complex patterns of surface wind forcing are among these complicating factors.

Observational study of the anisotropy of oceanic eddies requires two-dimensional fields of ocean currents observed over a time period much longer than the approximately 2-week decorrelation time (LeTraon et al., 2001) of oceanic eddies. Traditional measurements from moored instruments provide time series at select points only. Schmitz (1988) found, for example, the relative energy in the meridional and zonal near surface flow can vary greatly across the Kuroshio Extension at 165°E, but this anisotropy changed from one year to another. A mooring in the Gulf Stream also revealed a similar vacillation between near surface zonal and meridional energy (Schmitz et al., 1988). Hogg (1988) finds a similar variation in abyssal current anisotropy across the Gulf Stream at 55°W. Zang and Wunsch (2001) found that 80% (92%) of 105 moorings had the zonal and meridional current variances within a factor of two (three) of each other. However, even for the latter study, the number of these moorings is far too limited to construct global maps of current anisotropy, and the deployments typically too short to confirm their persistence. Only with satellite altimetry is global analysis of anisotropy and its persistence possible. Satellite-based altimeters measure the sea-surface height, from which one can infer the geostrophic currents.

Galperin et al. (2004) discovered alternating, zonally elongated bands in the 5-year average zonal velocity field at 1000 m depth of a high-resolution simulation of the OFES model. More recently, Maximenko et al. (2005) applied a 126-day average to the zonal geostrophic velocity from satellite altimetry, revealing zonal, jet-like structures buried in the predominant eddy field. See Galperin et al. (2006) for further theoretical developments explaining the jets in the context of “zonation”, resulting from anisotropic inverse cascades.

Here we focus on velocity anomalies, since most of the kinetic energy in the ocean is in the time variable flow (hereafter “eddy field” or simply “eddies”) on timescales similar to or longer than about 100 days (Zang and Wunsch, 2001, Fig. 7). In the next section we describe diagnostics we use to characterize the relative strength of zonal and meridional velocity variances, \( M \), and the anisotropy properties, \( M_i \). In Section 3 we compare the properties of \( M \) found using satellite altimeter data, a state-of-the-art realistic primitive equation model, and an idealized quasigeostrophic (QG) model. The main finding is the discovery of persistent mesoscale structures in \( M \). In Section 4 we speculate on the origin of these persistent structures. We conclude in Section 5 with a discussion of some implications for ocean modelling and parameterizing turbulent diffusion.

2. Methods

We want to characterize the anisotropy of the World Ocean, and any preference for zonal currents over meridional currents in particular. We use a diagnostic technique that characterizes the preference for zonal or meridional current anomalies over all space and time scales revealed by satellite altimetry. We calculated the quantity

\[
M = \frac{(u^2 - v^2)}{(u^2 + v^2)}.
\]

where \( u \) and \( v \) are the zonal and meridional current velocity anomalies, and \( \cdot \) denotes time averaging. In an isotropic flow, each direction would have identical variance, so \( M = 0 \). Thus departures of \( M \) from zero result from anisotropy in the mean statistics of the current anomalies. The normalization by twice the eddy kinetic energy ensures that \(-1 < M < 1\). A similar diagnostic was recently used to investigate oceanic anisotropy on large scales by replacing our temporal average with a spatial average over large subregions of the North Pacific (Huang et al., 2007). They investigated the influence of timescale upon their measure of basin-scale anisotropy, and found close to isotropy with no temporal averaging, and that the longer the temporal average used the more anisotropic the flow was. In idealized geostrophic turbulence models (Arbic and Flierl, 2004a), \( M \) when averaged over the model domain is always positive and can be as large as 0.5–0.7 depending on the strength of planetary \( f \).

While the diagnostic \( M \) has the advantage of being simple, and well suited to compare the strength of the zonal versus meridional velocity variance, it has the disadvantage that flow persistently oriented at 45° to a meridian would yield \( M = 0 \), despite the extreme anisotropy. To address the anisotropy more generally, we also looked at the velocity variance ellipses. Variance ellipses are found from diagonalizing the velocity covariance matrix \( \text{cov}(u, v) \), where \( i, j \in \{1, 2\} \) indicate the zonal and meridional directions. From the diagonal covariance matrix, we can define our anisotropy measure,

\[
M_i = \frac{(u^2 - v^2)}{(u^2 + v^2)},
\]

where \( (u^2) \) is chosen to be the larger of the two diagonal terms, so that \( 0 \leq M_i \leq 1 \). Now \( M_i = 0 \) for purely isotropic flow, and \( M_i = 1 \) for purely directional flow.

3. Results

3.1. Satellite altimeter observations

We use 13 years of the reference altimeter product produced by Ssalto/Duacs and distributed by Aviso, with support from CNES, which merges measurements from two simultaneously operating satellites into a 1/3° Mercator grid (LeTraon et al., 1998, 2001; Ducet et al., 2000). Water depths less than 1000 m were omitted in our analysis, both because the altimeter data is more accurate in the deep water, and also because in general the deeper water is farther from the coast where \( M \) might reflect the steering of currents by the coastline. Altimeters provide sea surface height measurements along the ground tracks at much higher resolution than the spacing between ground tracks, which can be over 300 km for TOPEX/Poseidon (Chelton et al., 2001, Fig. 61). For most latitudes the altimeter ground tracks are closer to north–south than east–west (Chelton et al., 2001, Fig. 59), providing higher resolution of meridional derivatives than zonal derivatives. Thus the zonal geostrophic velocities are inherently better resolved at most latitudes. However, combining multiple satellite measurements and gridding with equal meridional and zonal decorrelation scales poleward of 14° reduces the inherent sampling discrepancy between zonal over meridional velocity (Ducet and LeTraon, 2001). Favorable comparison with moorings and drifters indicates that the merged two-satellite data can be used for anisotropy studies (Ducet et al., 2000).

The most surprising result emerged outside the Tropics from examination of anisotropy at individual grid points. Fig. 1 displays the global map of \( M \) averaged over the 13-year time period, October 11, 1992 through January 21, 2006. The extratropical M field reveals anisotropic eddy velocity fields, with small-scale structure. The upper ocean is well-known to contain chaotic, turbulent flows.
with coherent vortices of spatial scale 50–100 km and timescales typically much less than 100 days: altimeter derived surface velocity decorrelation timescales are typically less than about 20 days (Stammer, 1997, Fig. 17), while the decay time of propagating features is almost everywhere less than 60 days (Jacobs et al., 2001, Plate 6). Well away from coastlines and strong mean currents that might conceivably organize the turbulent flow, we might have thought the turbulence would smear out any flow structures smaller than the scale of the gyre circulations. Yet the $M$ field in Fig. 1 reveals the organization of a turbulent flow over timescales much longer than the inherent timescale of the turbulent fluctuations. In the tropics, $M$ is mostly positive, consistent with the well-known predominantly zonal currents and Rossby waves.

Because eddy kinetic energy is typically much larger than the mean kinetic energy, one might ask whether the features in Fig. 1 are artifacts of single, strong, transient eddies leaving a noticeable signal in the 13-year mean. If we averaged long enough, would the structures in $M$ in Fig. 1 be smeared away? Given the limitations of data duration, we checked the statistical significance by calculating $M$ for the two 6-year time periods January 2, 1994 through December 31, 1999 and January 2, 2000 through December 31, 2005. If the structures in $M$ for a given 6-year average were the result of single, strong, transient eddies, then the structures would be different in detail for the other 6-year period, having resulted from different transient eddies. While eddies can live for up to a few years (Puillat et al., 2002), they are not stationary but propagate away within a few months (Jacobs et al., 2001). The spatial correlation between these two $M$ fields from two different 6-year periods was $r = 0.55$ for depths greater than 1000 m and higher when shallower depths were included. Given the small-scale structure we estimate that there are thousands of degrees of freedom over the World Ocean. Therefore $r = 0.55$ is statistically significant at much better than the 0.001 level. The spatial correlation is higher in the Tropics, but extratropical correlation is still very highly significant, with $r = 0.41$. The visual correspondence between the $M$ fields from the two independent 6-year periods was striking. For example, Fig. 2 shows $M$ in the Southern Ocean, east of New Zealand.

Gridded altimeter data from one satellite tends to underestimate the meridional velocities, at length scales smaller than the track spacing, because the ground tracks are oriented more in the meridional direction everywhere except at high latitudes (Ducet and LeTraon, 2001). Furthermore, the meridional velocity has more uncertainty (Schlax and Chelton, 2003). These issues raise the question whether two satellites are enough to capture accurately the $M$ field. Fortunately, for the latter 6-year period, the Aviso “updated” product merges 3–4 satellites and has much improved mapping capability (Pascual et al., 2007). A root-mean-square, rms, discrepancy of 0.06 was found between $M$ from the updated product (not shown) and from the 2-satellite “reference” product, compared to an rms value of $M$ itself of 0.21. Furthermore, their zonal averages were visually indistinguishable between 60°S and 60°N. Higher latitudes were noisy, perhaps contaminated by sea-ice effects.

While the upper ocean may be dominated by mesoscale turbulent flows with timescales typically less than 100 days (Stammer, 1997; LeTraon et al., 2001; Jacobs et al., 2001), larger and longer scales do exist. To confirm that the mesoscale part of the flow is responsible for the persistent $M$ fields, we removed timescales longer than 105 days and spatial scales larger than 2° longitude from the altimeter currents. In particular, we removed a 15-week running mean from the updated, AVISO currents. We also removed the large scales by subtracting the velocity field smoothed with a Gaussian filter of width 2° longitude (6 grid points), and similar meridional width, convolved over a 19 × 19 grid point region on the 1/3° longitude Mercator grid. The two 6-year periods between 1994–1999 and 2000–2005 had $M$ fields at depths greater than 1000 m that were correlated at $r = 0.66$ globally, and $r = 0.50$ poleward of 25° latitude. The mesoscale anisotropy seems to be slightly more persistent than anisotropy in the full anomalies relative to the 6-year mean.

**Fig. 1.** Thirteen-year average $M$ (October 11, 1992 through January 21, 2006) from satellite altimetry. For depths greater than 1000 m, the two 6-year average $M$ fields (January 2, 1994 through December 31, 1999 and January 2, 2000 through December 31, 2005) are spatially correlated at $r = 0.55$ globally and $r = 0.41$ for latitudes poleward of 25°. Higher correlations found when including shallower depths. Contours are bottom topography with CI = 1000 m.
Besides assessing the spatial correlation between $M$ fields averaged over separate 6-year periods, we also address the statistical significance of the small-scale anisotropy in surface velocity variance in the more standard way by estimating the standard error of $(u^2 - v^2)$. Assuming Gaussian statistics and a decorrelation time of 14 days (LeTraon et al., 2001), we calculated $(u^2 - v^2)$ normalized by its standard error using the updated AVISO velocity fields with 15-week running mean removed. The results are plotted in Fig. 3. Almost one-third of the extratropical World Ocean was found to have $(u^2 - v^2)$ greater than twice its standard error (significant at the 2-sigma level, or with 95% confidence assuming Gaussian statistics). The fields do not appear to be dominated by statistical noise. To assess whether the results are dominated by measurement noise, we assess $M$ in a high-resolution state-of-the-art primitive equation ocean model in Section 3.2.

Recall that there are some advantages to considering $M_n$, defined in Eq. (2). In Fig. 4 we have contoured $M_n$ for the 6-year period from January 2000 through December 2005. For this $M_n$ field, the temporally and spatially high-pass filtered velocity fields were used, in order to isolate the effects of mesoscale flow. The $M_n$ field is not as persistent as $M$, since the spatial correlation with the earlier 6-year period was only $r = 0.33$ (for water depths greater than 1000 m and both the extratropics and the World Ocean). Note there does seem to be some grid noise evident just north of the Equator in the eastern-central Pacific. We are not sure the origin of this, but because it appears isolated, it is unlikely to affect the global result.

From the variance ellipses, we found the orientation of the major axis was also persistent and patchy. In Fig. 5 we plot the angle of the major axis, measured anticlockwise from zonal. The spatial correlation with the earlier 6-year period is $r = 0.17$ for depths greater than 1000 m. While lower than other spatial correlations, this is still highly statistically significant. The red shades in the midlatitudes indicate flow preferentially oriented near the meridional direction. This anticipates the preference for $M < 0$ that we find in the zonally averaged results below. (Note that the orientation angle is modular 180°, so angles $-90^\circ$ and $+90^\circ$ are similar. The modularity of the orientation angle may partially explain its lower spatial correlation between time periods. Taking the spatial correlation of the absolute value of the angles between the two 6-year periods was more than double, $r = 0.40$.)

3.2. Realistic primitive equation model results

It is important to verify the $M$ from altimeter data with independent data that has different error characteristics. To this end we calculated $M$ from a state-of-the-art near global (75°S to 75°N) Ocean General Circulation Model for the Earth Simulator, OFES (Sakuma et al., 2003). The OFES model is based on MOM3, has 54 vertical levels and a horizontal grid spacing of 1/10°. We analyzed the last 10 years of the 50 year simulation, which started from annual mean observed temperature and salinity fields and with zero velocity. It was forced with monthly mean NCEP/NCAR reanalysis (Kistler et al., 2001) momentum, heat and salinity fluxes. The surface salinity field was relaxed to monthly mean climatology. As such, insofar as the $M$ field is related to the surface forcing, the $M$ field may be artificially persistent due to the lack of interannual variability in the forcing. We used one snapshot of the sea-surface height field each month to infer the geostrophic surface velocities, from which we calculated $M$. Because these snapshots will contain variations not due to geostrophic motions, it was important to compare these results with those obtained by first averaging snapshots of sea-surface height from the first 5 days of each month, and then calculating geostrophic velocities; virtually identical results (not shown) were obtained.

The OFES based $M$ are plotted in Figs. 6 and 7, corresponding to years 41–45 and years 46–50, respectively. The main result is confirmed – small-scale patchy structures are found throughout the

---

Fig. 2. Six-year mean $M$ from satellite altimetry for the South Pacific: (a) for period January 2, 1994 through December 31, 1999; (b) for period January 2, 2000 through December 31, 2005. Contours are bottom topography with CI = 500 m. This region, with spatial correlation between fields in (a) and (b) of $r = 0.34$, is slightly less persistent than typical extratropical regions, but still highly statistically significant.
extratropics. Their persistence is confirmed by the spatial correlation \( r = 0.64 \) between the fields in Figs. 6 and 7 for depth greater than 1000 m. Much of this persistence is due to the not surprising zonal bands in the Tropics. Removing this, we find the correlation poleward of 25° is \( r = 0.50 \). Given the enormous number of degrees of freedom, this is very highly statistically significant.

The mean \( M \) from Figs. 6 and 7 is also very significantly correlated with \( M \) from 13 years of altimetry shown in Fig. 1. For depths greater than 1000 m \( r = 0.47 \) and \( r = 0.27 \) for all latitudes and poleward of 25°, respectively. This is impressive agreement given the small-scale structure of \( M \) and the fact that the OFES model has some of the currents slightly shifted from their true positions.
3.3. Idealized QG model

The persistence of the small-scale patchy structures in Figs. 1–7 is counter to one’s intuition of the random, chaotic nature of turbulence that should eventually smear out any small-scale structures. To confirm this intuition, we calculated $M$ from an idealized turbulence model (Arbic and Flierl, 2004b) meant to simulate a region of the midlatitude ocean. We found small-scale patchy structures visually similar to that found in the real ocean, and confirmed that they are generated by coherent vortices. However, because the model is horizontally homogeneous, the model $M$ fields (not shown here) did not persist in time. That is, $M$ fields from two independent time periods, both 93 snapshots long, were statistically unrelated. (The correlation coefficient $r = -0.063$. Roughly, and...
generously, estimating the number of degrees of freedom at 625 from the plot of $M$, one expects this would occur from random fields with probability greater than 11%, and perhaps more often if the degrees of freedom are less than 625.) Of course this is to be expected from a homogenous turbulence model.

3.4. Length scales of anisotropic patches

In the Tropics it is clear that patches of positive $M$ have greater zonal than meridional extent (Fig. 1). The situation is more subtle in the extratropics, and must be addressed quantitatively. We first found all the local maxima and minima in $M$ poleward of 25° in Fig. 1 with $M > M_c$ (yellow to reddish patches) or $M < -M_c$ (bluish patches), respectively, where $M_c$ is an arbitrary positive threshold. Then we found the zonal and meridional extent of the surrounding regions with $M > M_c$ or $M < -M_c$. For instance, the meridional extent was defined simply as the meridional distance from the most northerly point to the most southerly point. For the extratropical positive patches in Fig. 1 with $0.5 < M_c < 0.75$ we found mean zonal widths to be always larger than the meridional widths, see Fig. 8 red lines. (A qualitatively similar result holds for the two 6-year periods.) This is consistent with the fact that the longitudinal velocity autocorrelation drops off more slowly with separation distance than that for the transverse velocity in homogeneous, two-dimensional turbulence (Middleton and Garrett, 1986). For the blue patches, the relative sizes of the zonal and meridional widths depends upon $M_c$, see Fig. 8 blue lines. For large (small) $M_c$, the mean meridional (zonal) scale is larger. Thus only the strong blue patches (large $M_c$) agree with simple turbulence theory. Something else must be invoked to understand the lighter blue patches (minima with small $M_c$). The greater zonal extent of the light blue patches is consistent with a predominant westward propagation of eddies. Because of the $\beta$-effect, vortices inherently propagate westward, with a slight equatorward (poleward) component for vortices rotating in the same (opposite) direction as Earth (McWilliams and Flierl, 1979; Morrow et al., 2004; Chelton et al., 2007), though the mean currents can redirect their paths (Fu, 2006).

3.5. Zonal averages of $M$

In Fig. 9a we plot the zonal average, $M_{z1} \equiv |M|$. A clear latitudinal dependence emerges that is consistent between the two time periods January 2, 1994 through December 31, 1999 (black line) and January 2, 2000 through December 31, 2005 (red line). The large positive values within the Tropics are consistent with the well known zonal currents and Rossby waves there. Note that the larger zonal than meridional decorrelation scale used for gridding the data in the Tropics (LeTraon et al., 1998) may tend to artificially suppress $v$ variance, and increase $M$ there. Despite this, $M_{z1}$
from the last ten years of the OfES model, does not show a clear negative discrepancy in the Tropics (blue line).

In the midlatitudes in both hemispheres $M_{2z}$ is small, and even slightly negative for both 6-year periods, see Fig. 9a. As mentioned previously, the altimeters capture the zonal currents better than the meridional currents for all but the high latitudes (at 56° the ascending and descending ground tracks are orthogonal for TOPEX/Poseidon and Jason; this occurs at higher latitudes for the other satellites (Chelton et al., 2001, Fig. 59)). Thus one might expect, if anything, the true $M$ to be systematically even lower in the midlatitudes. Despite this, we find OfES had higher $M$ to be systematically even lower in the midlatitudes. Despite this, we find OfES had higher $M$ there (blue line, Fig. 9a). Thus the OfES model is likely in error here. Furthermore, the slightly negative midlatitude $M$, consistent with the earlier results (Ducet et al., 2000), is in stark contrast to the theoretical ocean models that generally predict $u^2 \gg v^2$, so $M > 0$. (The dominance of zonal currents is visually apparent from individual snapshots, see for example Rhines (1975, Fig. 6), Panetta (1993, Fig. 7), Okuno and Masuda (2003, Fig. 1a).) This discrepancy clearly requires more attention.

As a starting point to explain the slightly negative midlatitude $M$ we note that $\beta$ is not necessarily dominant in the real ocean. Model simulations of fully developed QG turbulence (Arbic and Flierl, 2004a) with strong (weak) planetary $\beta$ relative to that of the imposed mean shear-induced gradients of $M$ have large (small) positive $M$. However Arbic and Flierl (2004a) find $M$ averaged over the model domain is always positive. So while weak $\beta$ can account for small $M$, it cannot account for negative $M$.

Another factor potentially relevant to explain the slightly negative midlatitude $M$ is that the flow may be closer to weakly nonlinear rather than fully developed turbulence. In a detailed analysis of the Subtropical Counter Current region of the South Pacific, Qiu et al. (in press) find that meridionally elongated eddies are generated by linear baroclinic instability in late winter and early spring (which would favor negative $M$). Qiu et al. (in press) also diagnosed the nonlinear interactions in this region. They found the subsequent nonlinear evolution over the summer and fall drives the eddy kinetic energy spectrum toward larger horizontal scale and preferentially zonally elongated modes. That is, there is an anisotropic inverse cascade driving the flow toward more zonal alignment (which favors more positive $M$). Interpreted from this mechanism, we speculate that the zonally averaged $M$ results here may reflect the degree to which the flow has had a chance to develop from linear instability into fully-developed turbulence. In particular, $|M| < 0$ suggests for most longitudes of the midlatitudes, the flow is more weakly nonlinear (or closer to linear instability) than fully developed nonlinear flow.

Fig. 9. (a) Zonal average of $M$, $M_{2z}$ vs. latitude; (b) alternative zonal average, $M_{2z} = |(u^2 - v^2)/(u^2 + v^2)|$ vs. latitude. Region within a few degrees of the equator is suspect due to breakdown of geostrophic balance there.

4. Discussion of the origin of the patchy $M$ field

The persistent, small-scale patches in Figs. 1–7 would arise if vortices consistently follow preferred paths in the ocean; see Fig. 10. But this raises the question as to the physical mechanism that could provide this memory in a flow that quickly forgets its initial conditions. The mesoscale eddies of the ocean are the dynamical equivalent of synoptic weather systems in the atmosphere, which are an order of magnitude larger. (The atmospheric mesoscale corresponds to a similar length scale, but it has much different dynamics.) Midlatitude synoptic weather systems are organized into well known storm tracks, due to nonlinear interaction between the mean flow and eddies of similar strength, and by large mountain ranges and land–sea temperature contrasts fixed in space. In the ocean the mean flow is much larger scale, and, in all but a few small regions, much weaker in strength, than the mesoscale eddy flow. Similarly the wind forcing is typically on scales much larger than the ocean mesoscale. (The time mean wind stress curl does show surprising small-scale structure near mountainous coastlines and the strong currents and temperature fronts of the major western boundary currents and Antarctic Circumpolar Current (Chelton et al., 2004). But away from these areas are broad expanses of smoothly varying forcing field where, despite this, $M$ has small-scale structure.) Thus neither the oceanic mean flow nor the atmospheric forcing can explain the persistent mesoscale patchy $M$.

Bottom topography of course remains essentially fixed in time from year to year, and does indeed influence ocean currents. For example, it has been observed that oceanic floats prefer to follow contours of $f/H$, where $f$ is the Coriolis parameter and $H$ is the total water depth, even for floats surprisingly close (around 100 m) to the surface (LaCasce, 2000). Indeed, studies that track the propagation of individual vortices have suggested that bottom topography west of the Perth Basin (near 105°E and 25°S) can steer anticyclones (Morrow et al., 2004). Thus it is tempting to speculate that the vortices might follow preferred paths due to steering by bottom topography. However, for a complete explanation, we would also need to know why eddies in a given region persistently end up on preferred $f/H$ contours. At least in some parts of the highly equivalent barotropic Southern Ocean, the surface current variance ellipses appeared to be aligned with topography (Morrow et al., 1994). However, globally over the extratropical World Ocean, the angle of the major axis of the variance ellipse (see Fig. 5) is extremely weakly correlated, $r = 0.021$, with the direction of isobaths taken from Smith and Sandwell (1997). Furthermore, the degree of anisotropy measured by the eccentricity of the variance ellipse, $M_{2z}$ (see Fig. 4) was extremely weakly correlated with the magnitude of the slope.

We performed a simulation with the idealized midlatitude ocean model used by Arbic and Flierl (2004b), with the only change...
being the inclusion of rough bottom topography, see contours in Fig. 11. The parameter settings were for their most realistic run $\delta = H_1 / H_2 = 1/5$ and $TP = U/L_0 = 2.5$, where $H_1$ and $H_2$ are the equilibrium depths of the upper and lower layers, $U$ is the imposed vertical shear between layers, $L_0$ the internal deformation radius, and $R$ the bottom friction parameter. The topography was taken from a bumpy region in the South Atlantic, made doubly periodic by reflections, and then scaled by 0.125. The scaling was found to be necessary for the model to equilibrate with reasonable spin up time. The $M$ fields calculated from upper layer velocities for two independent time periods 150 snapshots long, were only weakly related, with spatial correlation between the two $M$ fields of $r = 0.15$. The two $M$ fields are shown in Fig. 11. While by eye they seem unrelated, if we guess that there are roughly $15^2$ degrees of freedom, then a correlation of magnitude $r = 0.15$ occurs randomly only with probability 0.014. In other words, these seemingly weak correlations are in fact statistically significant at the 5% level. Regardless of the formal statistical significance, the QG model $M$ fields are much less persistent than in the real ocean, where $M$ fields averaged over different time periods were much more strongly correlated. Thus it appears unlikely that the organization of the turbulent vortices into persistent patchy $M$ fields can be fully explained by simple steering of eddies along preferred paths by small-amplitude topography within quasigeostrophic dynamics. Possibly stronger topographic variations may lead to stronger persistence. Investigating the effects of the stronger topographic variations that violate QG but are typical of the real ocean will have to be explored with more general models.

5. Discussion

The implications of the upper ocean current anisotropy revealed by the 13-year, multi-satellite altimeter data are quite diverse. Previous studies have, as a working hypothesis, assumed the surface eddy kinetic energy was isotropic (Stammer, 1997; Gille et al., 2000). The results found here show this assumption is gravely inappropriate locally. The most important implications for this will likely come from the adjustments that must be made to the parameterization of turbulent diffusion (important for the redistribution of tracers by the mesoscale flow, which is not resolved in state-of-the-art climate models). This will require extensive further study, but here we illustrate one simple result. For time periods shorter than the decorrelation time, the rate of spreading of a tracer from a single point (for instance, an oil spill) can be written as $\langle X(t^2) \rangle = \langle u^2 \rangle v^2 t^2$, and $\langle Y(t^2) \rangle = \langle v^2 \rangle t^2$, where $\langle X(t^2) \rangle$ and $\langle Y(t^2) \rangle$ are the mean squared displacements from the point of release in the zonal and meridional directions (Vallis, 2006). This implies, for example, that regions with $M = 1/2$ (deep red in Fig. 1) have mean squared zonal displacements three times those in the meridional direction. The description of turbulent fluxes of heat or tracers with spatially distributed sources is very complicated. We must integrate over times longer than the decorrelation time, and the tracer will visit many regions, which have very different $M$. Arguing heuristically we suspect the rate of spreading will depend upon area averaged anisotropy properties. Averaged over large regions isotropy seems to be almost applicable outside the Tropics. The slight but persistent negative zonally averaged $M$ (between about $-0.05$ and $-0.01$) in midlatitudes may lead to more efficient meridional than zonal heat transport, but this requires further study to quantify. Climate models, which do not resolve the mesoscale processes, may need to parameterize this more efficient meridional transport. Finally, surface eddy kinetic energy, defined as $(u^2 + v^2)/2$, is an important, widely used diagnostic for the realism of high resolution ocean general circulation models. The anisotropy measure $M$ provides a very different test of such models, in that $M$ has much more small-scale structure than does the kinetic energy, and is not dominated by a few energetic regions such as western boundaries.
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**Fig. 11.** Average $M$ over 150 snapshots of the surface layer of a 2-layer, idealized QG model. The flat bottom model of Arbic and Flierl (2004b) was rerun with the bottom topography shown in black contours with $C_l = 50$ m: (a) the 1st 150 snapshot period; (b) the 2nd 150 snapshot period. Spatial correlation between $M$ in (a) and (b) is $r = 0.15$. M averaged over snapshots 101 to 250
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