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ABSTRACT

Satellite-derived temperature and geostrophic velocities were assimilated into a mixed layer model to obtain
estimates of the net surface heat flux as the residual of the upper ocean heat budget. The heat budget included
cddy diffusion, advection, and vertical entrainment. Assimilation was done using a Kalman filter on both the
temperature tendency and the temperature of the mixed layer. The error in temperature tendency was used to
derive a new surface heat flux estimate. Experiments performed on the actual data suggested that better surface
flux estimates could he obtained by allowing the model to predict the mixed layer depth than by adjusting the
depth to a climatological value. A systematic error in the temperature tendency appeared to be due to errors in
the eslimate of the mean sea surface height from the altimeter; a partial correction for these errors was computed.
The agreement between the time series of spatially averaged surface flux and that obtained from the ECMWF
atmospheric model was surprisingly good. The temporally averaged surface flux estimates from the mixed layer
mudel were in good agreement with the Bunker climatological values, except in February and March, when the
model mixed Iayer shoaled more rapidly than expected from climatology.

1. Introduction

Although the largest values of the net surface heat
flux in the North Atlantic occur in the western North
Atlantic (Isemer and Hassc 1987), this region is the
most difficult one in which to attempt a heat budget
because of the strong currents and large temperature
gradients. In previous efforts to balance the upper
ocean heat budget (for example, Stevenson and Niiler
1983; Paduan et al. 1988) regions of strong currents
were avoided because a heat budget near a western
boundary current, with speeds as large as 2 m s ™', re-
quires an accurate estimate of the contribution of ad-
vection. In the tropical Pacific surface heat fluxes cs-
timated from satellite data using bulk parameterizations
have been shown to account for a significant fraction
of the observed variance in SST (Lin and Gautier
1990); however, the strong currents and eddies in a
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boundary current region may significantly alter the bal-
ance that determines the SST because both advection
and eddy surface fluxes are important. Now, however,
the availability of surface velocity fields from the radar
altimeter, along with the high spatial resolution tem-
perature fields from infrared sensors, suggests that es-
timates of the heat budget in western boundary currents
are feasible.

An analysis of the heat budget for the North Pacific
was performed by Qiu and Kelly (1993, hereafter QK)
using a numerical model of the upper ocean mixed
layer, combined with heat flux estimates from the Euro-
pean Centre for Medium-Range Weather Forecasts
(ECMWF) and velocities from the Geosat altimeter.
The simple mixed layer model included vertical en-
trainment of the cold water beneath the mixed layer
and heating by the surface flux, as well as diffusion and
advection. The importance of advection in the North
Pacific for the seasonal heat budget was shown in this
analysis: cooling by advection offset nearly 30% of the
surface warming due to the atmosphere (QK).

The method for obtaining the heat budget estimate
in the North Atlantic differs from that for the North
Pacific in that the mixed layer model is essentially run
in an inverse mode to obtain estimates of the net sur-
face heat flux. In the North Pacific, we specified sur-
face flux and obtained a prediction for mixed layer
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temperature; here, we require that the model match
the temporal change in temperature, or temperature
tendency, specified from AVHRR data, and estimate
the surface flux required to match the temperature ten-
dency. The matching between observed and modeled
temperature tendency is done using a Kalman filter.
The relationship between surface flux and temperature
tendency depends critically upon mixed layer depth,
which is predicted by the model. The net surface heat
flux is usually estimated using bulk parameterizations,
which are functions of air temperature, humidity,
cloud cover, wind stress, and sea surface temperature
(SST). These parameterizations are particularly dif-
ficult to make in western boundary current regions,
where horizontal scales of the variables are a few tens
of kilometers, an order of magnitude smaller than
those in the open ocean. The method described here
is nearly the reverse formulation of a method devel-
oped by Yan et al. (1990), in which the mixed layer
depth is inferred from changes in SST, using simple
parameterizations for heat fluxes in terms of SST and
wind speed.

Besides producing estimates of net surface heat
flux, we wished to examine the effect of seasonal-to-
interannual fluctuations in the Gulf Stream (GS) in-
tensity on the mixed layer heat budget. During the
Exact Repeat Mission of the Geosat altimeter (No-
vember 1986—April 1989), the GS jet position and
surface transport ( the height difference across the jet)
fluctuated with a dominant period of about 9 months
and with a trend toward smaller surface transports
(Kelly and Watts 1994). Similar fluctuations in jet
intensity and position were observed in the Kuroshio
Extension (Qiu et al. 1991), with a trend toward
larger surface transports.

Part I contains the description of the method used to
estimate the surface flux, beginning with a description
of the numerical model in section 2, which is the same
as that used by QK. Section 3 gives the essential for-
mulation of the Kalman filter and the specific modifi-
cations for this application. Section 4 briefly describes
the processing of the several fields of variables used in
this study. The testing of the model on synthetic data
and the implications for studies on the real data is dis-
cussed in section 5. The application of the Kalman filter
to the real data and a discussion of the results are con-
tained in sections 6 and 7, respectively, which are fol-
lowed by a summary and conclusions. An analysis of
the heat budget is contained in Part II.

2. Formulation of the numerical model

The numerical model for the upper ocean mixed
layer is described in detail in QK and a brief description
is included here for the reader’s convenience, with an
emphasis on the changes needed to assimilate the sat-
ellite data. The upper ocean heat budget is given in

KELLY AND QIU

2345

terms of changes in the mixed layer temperature 7,, and
depth A, as follows:
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are the borizontal transports in the mixed layer, (7%,
77) the wind stress, ¢, the specific heat of water, p, the
reference density, Ar (A,) is subgrid-scale horizontal
eddy diffusivity for temperature (mixed layer depth),
and Q,. the net heat flux through the ocean surface.
The downward radiative heat flux at the bottom of the
mixed layer, g(—h,,), is included to account for pos-
sible penetration through the shallow mixed layer in
summer. The temperature difference between the
mixed layer and the water below, AT, was taken as
fixed. The velocity term is the sum of the geostrophic
and the Ekman components for transport, which in-
cludes a shear term based on the mixed layer temper-
ature gradients. To close these equations requires a pa-
rameterization of the entrainment velocity w,. Based
on model tests using realistic surface fluxes and cli-
matological SST we chose a relatively precise formu-
lation of the turbulent kinetic energy balance, as in QK.
The numerical model covers the area from 33° to 43°N
and from 75° to 55°W (Fig. 1), with grid spacing of
0.5° in latitude and 1° in longitude. These scales were
determined primarily by the resolution of the altimeter
observations.

Advection and diffusion were computed only for in-
terior grid points for both mixed layer temperature 7,
and depth h,,. For temperature, boundary values were
computed using (2) without the advection and diffu-
sion terms, except along the eastern boundary, where
0T,./0x = 0. Along all boundaries the gradient of 4,
normal to the boundary was set to zero; that is, 0h,,/On
=0.

We performed test runs in which the mixed layer
temperature and depth using the ECMWF wind and
surface flux data were prognostically predicted for a
two-year period (Fig. 2). These tests allowed us to
tune the model parameter AT in (2); a fixed value of
0.5°C allowed the numerical model to adequately sim-
ulate the seasonal cycle of both A,, and T,,. The values
shown in Fig. 2 are similar to those computed from

U= f_l("ghm
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FiG. 1. Domain of the numerical mixed layer model. The model resolution was 0.5° latitude
and 1° longitude with the northern boundary along the 2000-m isobath. Also shown are the 200-

m, 2000-m and 4000-m isobaths.

the Levitus climatology (1982), as shown in Part II
(Figs. 11a,12).

For the data assimilations, the model was run for
one week at a time using a time step of two hours
and prescribed winds. At the end of each week, a new
surface flux estimate was made and the mixed layer
temperature 7,, and the mixed layer depth h, were
adjusted using the temperature data. The initial
mixed layer temperature for the first week was de-
rived from the AVHRR data, and the initial surface
flux estimate for the first week only was taken from
the ECMWEF data.

3. Data assimilation using a simple Kalman filter

An approximate version of a Kalman filter was used
to assimilate the data and to make the surface flux es-
timates. The advantage of using a Kalman filter is the
ability to incorporate error estimates into the adjust-
ment of the variables; however, the disadvantage is the
prohibitive computational requirements. To reduce the
computational burden, one can either simplify the
physics of the problem and use the exact Kalman filter
formulation, or one can use the full physics and an
approximate form of the Kalman filter (see, for ex-
ample, Fukumori et al. 1993). We chose the latter op-
tion because we wanted to accurately represent the ef-
fects of advection and diffusion, which require the

highest possible spatial resolution consistent with the
available data. '

a. Basic Kalman filter

The Kalman (1960) filter formulation requires that
the problem be posed as a set of linear operations on
the ‘‘state vector’’ q, which contains those variables
which will be predicted and for which observations are
available. For example, using the notation of Gaspar
and Wunsch (1989), the new state vector q(k|k — 1)
at time k is predicted from the state vector at time
k — 1 using the state transition matrix A as

a(klk - 1) N
=A(k—1)qk—1lk=1)+wk—1), (5)

where w(k — 1) is that part of the physics that does
not involve the state variables. The notation (k|k — 1)
indicates that only information available at the previous
time step was used to make this estimate, as opposed
to the notation (k|k), which suggests that additional
information (i.e., data from time k) was used in the
prediction. For example, if the state variables were the
mixed layer temperatures at each model grid point, then
(2) could be rewritten to predict the temperature at time
k, given the temperature at time k — 1, as
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FiG. 2. Annual cycle of (a) mixed layer depth and (b) temperature
from the numerical mixed layer model. The model was run with
specified surface heat flux and wind forcing to determine its accuracy
in producing the annual cycle. Solid lines are the monthly mean depth
and temperature and dashed lines are an estimate of the standard
deviation for each month.
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where 6t is the time step and T,,(k — 1]k — 1) is im-
plied. Expanding the spatial derivatives of T, (k — 1)
in finite differences gives a set of linear equations to
predict T,,(k|k — 1); all coefficients of T,, would be
contained in A and the remaining terms would consti-
tute w.

The error associated with this estimate of ¢ can be
written as

Pklk—1)=A(k - 1)P(k—1|k—1)
X A"(k—-1)+ (k- 1),

y + 8tA V2T, (k — 1)

] - otw [AT/h,], (6)

(7

where P(k|k — 1) is the covariance matrix of the error
propagated from time k£ — 1 by the state transition ma-
trix. For example, temperature errors resulting from er-
rors in the specified surface flux Q,., are advected to
nearby grid points. In addition to the propagated error,
the model makes a new error at each time step due to
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imperfect physics, which is denoted by the covariance

L matrix I".

Both q(k|k — 1) and P(k|k — 1) constitute pre-
dictions that can be refined when observations and

 error estimates for those observations are available.

Using observations available at time &, a revised es-
timate of q can be computed as an error-weighted
average of the model prediction q(k|k — 1) and the
data d, as

q(klk) = q(klk — 1) + G(k)[d(k) — q(k|k — 1)].
(8)

A similar equation can be written for the revised error
estimate as

P(klk) = [t - G(k)IP(k|k - 1), (9

where | is the identity matrix and G is the Kalman
‘‘gain matrix,”’ which determines the relative impor-
tance of the model prediction and the observations. The
gain matrix is given by

G(k) = P(klk — D[P(k|k — 1) + R(K)17', (10)

where R is the error covariance matrix for the data d.
Relatively large model errors and small data errors will
result in a large gain; that is, the prediction will be
adjusted to match the data more closely and, con-
versely, only a small adjustment will be made if data
errors are relatively large.

b. Application of the Kalman filter

The sequence of steps in the application of the Kal-
man filter is shown in Fig. 3. The mixed layer model
was run for a week and then the quantity Q/h,, was
estimated and adjusted toward the temperature ten-

Two-step procedure for Kalman filter

¥
@1 the model with Q(t) = Q(t-l)—l

-
‘:stimate “observed” Q/hn, from error in 875, /6t ]

I
La.djust Q/hm using Kalman ﬁlter!
1

' rerun model using new Q(t)]

!adjust T,» with Kalman ﬁlterJ
I

t=1t+4+1

V]
- 9

FiG. 3. Flowchart of the two-step Kalman filter. The first applica-
tion of the Kalman filter adjusted the surface heat flux estimate. The
model was then rerun for the same week with the revised estimate,
and then the temperature was adjusted.
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dency from the data, where we have defined Q = Q../
(¢, po) for simplicity. The mixed layer model was then
rerun for the same week using the new estimate of Q,
and then the mixed layer temperature was adjusted to-
ward the temperature data. Thus, the state vector q for
the first step contained Q/h,,, and the state vector for
the second step contained mixed layer temperature 7,,,.
The accuracy of the advection and diffusion terms in
(2) depends on retaining the sharp gradients of velocity
and temperature; therefore, the initial prediction (5) for
* the state vectors was done using the numerical mixed
layer model on a regular grid as in QK. The model was
run for a week at a time using a time step of two hours
and the final temperature 7,, and weekly averaged
mixed layer depth h,, were saved. Updates of the state
vector (8) and the error covariance (9) using the SST
data were performed weekly.

The net surface heat flux was the quantity we wished
to estimate, but it is not readily observable. Therefore,
the Kalman filter was used to estimate Q/h,, instead.
The state transition matrix A for the first step was the
identity matrix; that is, we used the estimate from the
previous week as the best guess for the current week:

Y Qo

—=(klk—1)=—

h (k| ) h
The Kalman filter then requires.an ‘‘observation’’ of
Q/h,,, which we obtained from a linearization of the
relationship between temperature tendency and surface
flux forcing (2), about the initial estimate; that is,

6T, 6T,
ot &t ] (12)

(k—1lk—1). (11)

1Y P
2 1o = | 2l

Here 6T,/ 6t is the finite difference between the weekly
optimal maps of SST data at times k and k — 1, and
6T, /6t is the finite difference between the weekly
model estimates of temperature. By this linearization
we have assumed that errors in temperature tendency
are due primarily to errors in the estimate of Q/h,,.
Although mixed layer depth is a function of Q, a non-
linear correction was found to be small (less than 1%)
and was neglected here.

The quantity Q/h,, was expanded in modes, and the
coefficients of the modes then became the state vari-
ables q. In addition to reducing the computational re-
quirements, the modal decomposition also extracted a
relatively smooth surface flux estimate from the im-
perfectly modeled temperature tendency and the inad-
equately resolved mesoscale variations in advection.
The modes used for temperature tendency were derived
from an empirical orthogonal function (EOF) decom-
position of the finite differences of weekly SST maps.
The modes were computed by factoring the data dT'(z)/
dt = USV", as in Kelly (1988), where U contains the
orthogonal spatial modes and V contains the time-vary-
ing modal amplitudes. The scaling factors in the diag-
onal matrix S were retained as part of the modes, so
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that the modes were given by F = US. Thus, the co-
efficients of the modes in the state vectors would be
expected to have comparable amplitudes, and addi-
tional row scaling of the state transition matrices was
not necessary.

After the mixed layer model was rerun using the re-
vised estimate of O, the temperature was adjusted (Fig.
3). The Kalman adjustment of temperature was also
done using a modal’decomposition of the temperature
anomaly, for computational convenience, rather than to
smooth the estimates. In some experiments mixed layer
depth was also adjusted in the second step toward cli-
matological values. For these experiments, we used the
simple form

h, (k) = h,, + c(h;, — h,), (13)

where k¢, is the climatological mixed layer depth. A
formal estimate of the errors as in (7) was not done in
these cases because information about the errors was
not adequate. '

c. The Kalman smoother

After the Kalman filter was run on the entire 2.5
years of data, a Kalman smoother of the type used by
Gaspar and Wunsch (1989) was used on the amplitudes
a of Q/h,,. The smoother essentially runs the Kalman
filter in reverse, using the error estimates to generate a
smoothed set of amplitudes. This type of smoother does
not depend on the original data. The smoothed state
vector (,, (k) and error covariance matrix P,, (k) are
given in terms of the original state vector q(k) and
error covariance matrix P(k) as

Qo (k) = q(k|k) + G, (k) [Qon(k + 1)

—q(k+ 1] (14)
and
P,.(k) = P(k|k) + G,.(k)[P(k + 1)
—P(k+1|k)], (15)

respectively. The smoother gain matrix is given by
G,.(k) = P(k|k)ATP~'(k + 1]k). (16)

Note that the amount of smoothing depends on the error
estimates and the original Kalman gain.

4. Maps of variables

The analysis of the upper ocean heat budget required
maps of the surface height field 7, the surface wind field
(7*, 77), the mixed layer temperature field T,,, and the
solar radiation field g(0).

The sea surface height (SSH) data were derived
from the Geosat altimeter, which had a repeat cycle of
17 days, using the new orbits and water vapor correc-
tions (Cheney et al. 1991). To eliminate the geoid,
which dominates the altimetric height profiles, we com-



OcCTOBER 1995

puted and subtracted the mean altimetric sea surface
from collinear profiles. Subtracting the temporal mean
sea surface also removes the temporal mean topogra-
phy due to ocean currents. Mean sea surface topogra-
phy profiles relative to the geoid were then synthesized
using the method of Kelly and Gille (1990), as mod-
ified by Qiu et al. (1991), and added back to the resid-
ual heights to obtain total SSH profiles. In this method
the Gulf Stream is modeled using a Gaussian velocity
profile; the large SSH anomalies created by a narrow
jet meandering far from its mean position are exploited
to estimate the center position and magnitude of the
Gaussian. The single jet model was revised to include
recirculation as in Qiu (1992). Details of the compu-
tation of the mean SSH are contained in Qiu (1994),
along with a comparison of the synthesized mean with
the mean dynamic height from climatological data. The
absolute surface height data were objectively mapped
to the model grid with a 1-day time interval.

The surface wind data used to force the model are
the twice-daily 1000-mb wind vectors from ECMWF,
with horizontal resolution of 2.5° X 2.5°. Wind vectors
were first converted to surface wind stress using the
bulk aerodynamic formulae proposed by Trenberth et
al. (1990). To ensure that the geostrophic transport and
the Ekman transport in (3) and (4) have similar tem-
poral scales, we low-pass filtered the wind stress data
and subsampled them daily, as in QK, to eliminate fluc-
tuations shorter than about two weeks. The low-pass
filtered data were then linearly interpolated to the
model grid.

To estimate the mixed layer temperatures, we used
AVHRR data and the optimal average method of Chel-
ton and Schlax (1991), which is an extension of the
usual optimal estimate to temporal averages of the data.
An optimal average is ideal because it provides error
estimates that are needed for the Kalman filter. The
AVHRR data were weekly averages, which were ini-
tially processed by NOAA using the MCSST algorithm
and then interpolated to an 18 km by 18 km grid, by
O. Brown at RSMAS. It is necessary to temporally av-
erage the SST data first because the data are gappy and,
second, because there are relatively large errors in the
data, which are uncorrelated from image to image. Ap-
pendix A contains a more detailed description of the
treatment of the SST data to obtain weekly maps with
a nominal two-week averaging interval. Periods of ex-
tensive cloud cover (December 1987-January 1988)
gave errors nearly a factor of 2 larger than errors for
times with clear skies (September 1988 and March
1989; Fig. 4).

Empirical orthogonal functions (EOFs) of both the
temperature and the temperature tendency (Fig. 5)
were computed from the weekly maps and the finite
differences of the weekly maps of the AVHRR data,
respectively. Approximately 10% of the maps were ex-
cluded from the EOF analyses because the expected
errors were large. The temperature modes were domi-
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FiG. 4. Spatially averaged SST errors from the optimal estimates.
The weekly averages of AVHRR data were optimally averaged with
an averaging interval of two weeks to reduce random errors and those
from cloud cover gaps. The error estimates varied by nearly a factor
of 2, both in time and spatially.

nated by the first mode because the annual signal was
not removed; the fraction of variance in the first four
modes was 96%, 1%, 0.5%, and 0.4%, respectively.
The temperature tendency modes were also dominated
by a single mode, although less of the variance was
contained in this mode; the fraction of variance in the
first four modes was 50%, 4%, 3%, and 2%, respec-
tively. The modes were then smoothed to remove spa-
tial variations smaller than about 3° longitude by 1.5°
latitude. The temperature tendency modes were used to
estimate the quantity Q/h,, in the first application of the
Kalman filter. The temperature modes were used to ad-
just the temperature in the second application of the
Kalman filter.

There are systematic differences between SST and
mixed layer temperature 7,,, which we estimated using
the Levitus (1982) climatology. Because the Levitus
data are somewhat sparse, we obtained weekly maps of
the temperature offset by fitting these differences to the
first EOF of SST and then interpolating the amplitude
to weekly intervals. Although the offset was as large
as 3°C in the summer, it had a negligible affect on the
heat budget because only the derivatives are used in
estimating the heat budget (2) and the spatial structure
of the offset was smooth due to the sparseness of the
data.

Climatological mixed layer depths were needed both
for constraints on the model mixed layer and for com-
parisons of the annual signal of the model estimates.
We used the mixed layer depths computed from the
Levitus monthly climatology based on a criterion of
0.5°, consistent with the temperature difference used in
the model and Kalman filter. Monthly maps of mixed
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FiG. 5. Empirical orthogonal functions of temperature tendency. To reduce the computations and to smooth the surface flux estimates, the
Kalman filter was formulated in terms of the amplitudes of EOFs of temperature and temperature tendency, computed from the SST data.
The first four modes of temperature tendency are shown here, with negative regions stippled. Units are degrees Celsius per day.

layer depth at a spatial resolution of 1° X 1° were in-
terpolated temporally and spatially to give twice-
monthly values on the model grid.

To estimate vertical entrainment from the turbulent
kinetic energy balance, we needed to compute the
shortwave solar radiation ¢g(0). To determine the daily
averaged ¢(0) values, we estimated the clear-sky ra-
diation values and inferred the (average) cloud cover
from the 6-hour-accumulated g (0) data from ECMWF,
as described in QK. The ECMWF estimates of net sur-
face heat flux Q,.., also modified to represent daily av-
erages, were used to test the prognostic model and for
comparison with the surface flux estimates.

5. Tests using synthetic data

To test the accuracy of the Kalman filter in estimat-
ing the net surface flux and to tune the error estimates,
we first generated synthetic data using a known value

of Q and then ran the Kalman filter on these data. Al-
though good estimates are available for SST, the error
in the temperature tendency in the data is not well de-
fined, because T(¢ + 6t) — T(t) depends on the tem-
poral correlation of the errors in the optimally averaged
maps. Based on the e-folding scale of 5 days (see ap-
pendix A), SST values separated by a week should be
virtually uncorrelated, but averages over two weeks,
separated by a week, would have correlated errors. In
addition, errors must be specified in terms of their mo-
dal distribution. For all of the analyses on synthetic
data, we assumed that the temperature and temperature
tendency model and data errors were distributed among
the modes like temperature tendency itself, as given by
the EOF decomposition.

To create the synthetic data, the mixed layer model
was initialized with observed T,, and then run with a
specified Q that remained constant for each week. The
values of the mixed layer temperature T,, at the end of
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each week and the weekly average of depth (h,) were
saved as *‘synthetic data.”’ The surface flux used in the
tests was derived from the ECMWF data, using the
temporally averaged value plus two spatial modes ob-
tained from an EOF analysis. The EOFs of both SST
and temperature tendency were computed from the syn-
thetic data for use in the Kalman filter. For each ex-
periment, input amplitudes of the modes of Q/h,, were
computed by projecting Q/h,, from the synthetic data
onto the temperature tendency modes (EOFs). Al-
though only two modes of Q were used, four significant
modes of Q/h,, were obtained because of the variations
in h,,. Input amplitudes of Q/h,, were compared with
the amplitudes estimated using the Kalman filter.

The first test revealed the importance of an annual
mean in reconstructing the surface flux estimate. In ex-
amining the initial estimates of the surface flux from
the Kalman filter, we observed that no linear combi-
nation of the temperature tendency modes from the
synthetic data could adequately reconstruct the mean
surface flux estimated from the ECMWF data. To un-
derstand this, it is instructive to temporally average the
heat equation (2) over a year. The first term on the left
vanishes, except for interannual variations, and the av-
erage surface flux then balances the advection, diffu-
sion, and entrainment terms,

o, T\ _ .
<U—a—x—> n <V 5 > = (hyAr V2T,)
Qm:t - q(_hm))

+ { — AT{(w,),
cppo

a7

where angle brackets denote the temporal average over
a year. The dominant balance in (17) is between mean
advection and surface heating therefore, the annual
mean surface flux cannot be represented by a combi-
nation of the spatial modes of the time-varying tem-
perature tendency. In subsequent tests, the surface flux
was estimated as the sum of the ECMWF mean surface
flux (Q) and a linear combination of temperature ten-
dency modes, F,

2 _ (@

h h_m + F(x)a(r),

(18)

where the modal amplitudes « were contained in the
state vector of the Kalman filter. There was no require-
ment that the modal amplitudes average to zero over a
year, so that the actual mean surface flux differed some-
what in spatial structure from the ECMWEF estimate.

The second synthetic test showed that it is necessary
to retain smaller-scale structure in the mixed layer tem-
perature. Using the EOFs of temperature Fr from the
data, the temperature T, at any time can be expressed
as the temporal mean (T,,) plus the sum of modes
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where g is the vector of coefficients and T, is a residual
not described by a subset of the EOFs. For each week
the coefficients § of the modeled temperature were de-
termined and were updated using the Kalman filter and
the data for that week. When 10 modes were used for
the synthetic tests and the residual was neglected, the
Kalman filter essentially low-pass filtered the temper-
ature data. At the next time step, advection by the Gulf
Stream core reintroduced smaller-scale temperature
structure, and this temperature change gave rise to er-
roneous small-scale structure in the temperature ten-
dency 0T,,/0t. Estimates that retained the temperature
residual at each time step but updated the larger-scale
temperature structure, 3, gave more accurate results. In
real data tests, the number of temperature modes was
increased to 30 to retain smaller-scale structure. The
number of modes used for the temperature update is
not a critical parameter, because the only purpose in
adjusting the temperature is to prevent a systematic
drift away from the data.

The third synthetic test examined the accuracy of the
retrieved amplitudes for four Q/h,, modes with varying
values of the Kalman gain (Fig. 6). These tests sug-
gested that the Kalman filter should be able to reliably
extract at least two modes of Q/h,, from the actual data.
The accuracy of the retrieval of the third and fourth
modes is somewhat less than for the first and second
modes; however, the contribution of the third (fourth)
mode to the temperature tendency is only about 22%
(20%) of the first mode. The modal amplitudes are
comparable in Fig. 6 because the scaling factors were -
contained in the spatial modes themselves. The spa-
tially averaged value of (,., agreed well with the orig-
inal value used to create the synthetic data; the largest
discrepancy was a 10 W m~? underestimate in the mag-
nitude at about day 400. The averaged Kalman gain
used for the values shown in Fig. 6 was about 0.5;
larger gains produced even closer agreement. However,
these tests did not include data noise, which would tend
to degrade the comparisons. In the experiments with
real data, four modes were again used, but the gain on
each mode was determined separately, as described in
the section 6.

6. Real data experiments

A series of tests were run using the SST data, which
allowed us to make adjustments to the model and to
the Kalman filter formulation as well as a correction to
the mean SSH. Finally, we examined the sensitivity to
the Kalman gain values. Thirty temperature modes
were used in these experiments and up to four temper-
ature tendency modes were used.

a. Model and Kalman filter adjustments

The first modification to the model was to introduce
a constraint on mixed layer shoaling to make the model
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more stable. The spatial and temporal resolution of the
data did not allow us to resolve some of the mesoscale
variations in the Gulf Stream or relatively rapid
changes in temperature and heat flux; these smaller-
scale variations, as well as actual errors in the data,
constitute noise for this analysis. The presence of such
noise in the temperature data induced rather large pos-
itive values of Q in localized regions, and the numerical
model responded by abruptly decreasing the mixed
layer depth. A return to a more typical surface flux in
that region in the subsequent week then gave rapidly
varying temperature T,, values because the mixed layer
depth A,, was too small. This problem was remedied by
allowing only a gradual decrease in depth: a maximum
depth decrease of about 50% per week. This constraint
did not appear to interfere with the rather rapid seasonal
shoaling (about 20% per week) required in the spring
in response to continuous positive surface flux forcing.

The second modification was a reduction in the hor-
izontal diffusion of temperature. The relatively large
horizontal temperature diffusion coefficient used by
QK for the Kuroshio Extension model was reduced, by
about a factor of 4, to about 2000 m* s~' to maintain
the narrow warm core in the Gulf Stream, consistent
with the SST data. However, it was not possible to
reduce the horizontal diffusion coefficient for the
mixed layer depth by that factor, because of the local-
ized shoaling problem described above. Retaining a rel-
atively large value of horizontal diffusion of the mixed
layer depth (5000 m?s~') was determined to be the
best method. Table 1 summarizes the model parameters
used for the experiments described here, except as
noted in the text.

The Kalman filter estimate (19) for the mixed layer
temperature 7,, had to be modified to slightly damp the
residual 7,,. Because the temperature EOFs were de-
rived from data only and did not reflect systematic bi-
ases of the model, the residual temperature variability
became progressively noisier over a period of a few
months, particularly near the boundaries. The Kalman
temperature estimate used on the real data was given
by

T.(t) =(T.) + FrB(2) + +T,,

where y was 0.8 for most experiments.

Tests on real data constraining the mixed layer depth
to match the climatological mixed layer depth resulted
in surface flux estimates Q.. consistently too large in
the late spring (Fig. 7), compared with the spatially
averaged surface flux estimates from the ECMWF and
the Bunker values (Isemer and Hasse 1987). Even us-

(20)

ing a relatively weak constraint, ¢ = 0.3 in (13), forced

the mixed layer to be consistently deeper than that pre-
dicted by the model in the early spring because the
monthly depth averages obtained from the Levitus data
did not adequately resolve the rapid shoaling of the
mixed layer in the spring, as was seen in a related anal-
ysis in the Kuroshio Extension (QK). Because the Kal-
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man filter adjusts the ratio Q/h,,, a larger surface flux
is required to achieve the same degree of warming
when the mixed layer is too deep. Heat flux estimates
without the mixed layer constraint compared favorably
with the ECMWEF estimates. In subsequent tests of the
sensitivity to the Kalman gain for the other parameters,
no mixed layer constraint was used.

b. Mean SSH correction

Some systematic differences were found between the
temperature tendency predicted by the model and that
from the SST data (Fig. 8a). As shown in Part II, the
largest contribution to the tendency is advection and
thus it was the most likely candidate for the systematic
errors. A suggestion that there was an error in the mean
Gulf Stream path was found in the comparison of the
altimetric estimate with that from the Levitus data (Qiu
1994). The climatological mean Gulf Stream path is
more than one degree of latitude south of the altimetric
estimate at 73°W. Another area with a substantial dis-
crepancy is in the vicinity of the New England Sea-
mount Chain at 65°—62°W, where the climatological
path is nearly 1° latitude north of the altimetric esti-
mate. These discrepancies. could be due to actual dif-
ferences in the Gulf Stream path for the short time pe-
riod over which the Geosat data were collected; how-
ever, the Gulf Stream does not meander much near
73°W, where the largest differences occur. If the ve-
locity jet were misaligned there such that it was di-
rected across the temperature front from the cold side
to the warm side, it would produce a negative contri-
bution to the temperature tendency in the model and
thus would require a positive mean surface flux over
the Gulf Stream core to match the observed SST. This
is precisely what is suggested by the temperature ten-
dency comparison (Fig. 8a).

Assuming that advection by the mean geostrophic
currents was the dominant source of error, a correction
to the mean SSH was made by minimizing the differ-
ence in temperature tendency for the model and the
data; that is,

oy [T\ oy [T\ __/oT. s,
_6y<3x>+0x<6y>_ <6t 6t>’ 1)

where ¢ is a streamfunction for mixed layer transport,
T,., T, are the mixed layer temperatures from the model

TaABLE 1. Model parameter values.

Parameter Symbol Value
Horizontal temperature diffusion Ar 2000 m? s7'
Horizontal depth diffusion A, 5000 m*s™'
Temperature difference AT 0.5°C
Time step ot 2h
Damping factor for 7, residual Y 0.8
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and data, respectively, and (- ) denotes the temporal av-
erage. The SSH correction is then given by &(n)
= — fo¢/g. The model/Kalman filter was run for 104
weeks to calculate the mean error in temperature ten-
dency between data and model.

Finding a (correction to the) SSH field based on
temperature advection is similar to inferring veloc-
ity from pairs of SST maps (Kelly 1989; Kelly and
Strub 1992) and a similar procedure was used here.
Grid points for which the estimated temperature er-
rors in both maps exceeded 1.5°C were eliminated
in computing the mean to prevent large erroneous
SST values from dominating the SSH correction;
the tendency error was set to zero for those points
with negligible mean temperature gradients to keep
the correction from becoming arbitrarily large. The
best least squares fit to (21) was found, subject to a
minimization of the magnitude of the solution .
The selected correction reduced the squared error in
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b) Actual and estimated amplitudes 1 and 2
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FiG. 6. Results from synthetic data tests. (a) Spatially av-
eraged values of O, from a one-year test using four modes
of Q/h,, (dashed line) compared with the true value (solid
line). Estimated (dashed) and true values (solid line) of the
amplitudes of Q/h,, for (b) the first two modes and (c) the
third and fourth modes.

the mean temperature tendency by 33%; the root-
mean-square size of the SSH correction was 0.037
m. The correction (Fig. 9) decreased the strength
of the jet at73°W (Fig. 10) and made a northward
jog in the path at the New England Seamount Chain
(60°W). In addition, the northern recirculation gyre
was elongated and the offshore flow near 44°N,
57°W was eliminated. The model/Kalman filter run
with the corrected mean SSH had much smaller
mean differences between temperature tendency in
the model and in the data (Fig. 8b), but differences
as large as 0.05°C/day persisted in some regions.
Based on the analysis of the heat budget in Part II,
advection by Ekman transport was generally larger
than advection by geostrophic currents on the inter-
mediate spatial scales (hundreds of km), and, there-
fore, it is a likely candidate for the residual errors
in Fig. 8b. Gridded wind products currently avail-
able lack the spatial resolution to produce an accu-
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Effect of mixed layer depth constraint
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FIG. 7. The effect of a climatological mixed layer depth constraint.
Spatially averaged surface flux Q. from the ECMWF data (dotted
line) and from the model without (solid line) and with (dashed line)
a weak constraint to match climatological mixed layer depths. The
the depth constraint prevented the rapid shoaling of the mixed layer
model and caused unrealistically large heat fluxes in the spring.

rate estimate of the Ekman transport in the vicinity
of these strong temperature gradients.

. b. Sensitivity to Kalman gain

A series of tests was performed on real data to de-
termine the optimal values of the gain for the temper-
ature and Q/h,,. A relatively high gain was required
for the 30 temperature modes. The gain was optimized
by examining the difference between the data and the
temperature T, predicted by the model, which is known
as the ‘‘innovation’’ (Dee et al. 1985). Ideally, this
quantity, d(k) — q(k|k — 1) in (8), should have a
white spectrum, indicating that all the useful informa-
tion has been extracted by the Kalman filter, that is,
that corrections at each time step are uncorrelated.
Spectra for the first mode for gains that averaged ap-
proximately 0.6 and 0.8 are shown.in Fig. 11. The spec-
tral densities at the lowest frequencies are about an or-
der of magnitude larger than those at higher frequencies
for the low gain (Fig. 11a), compared with only a slight
increase at low frequencies for the higher gain (Fig.
11b). The spatially averaged temperature T, from the
Kalman filter with the higher gain was considerably
less noisy compared with the temperature data (not
shown), although there was a consistent underestimate
of the temperature in the late winter and early spring.

Experiments varying the gain for the modes of Q/h,,
suggested a relatively high gain was needed for the first
mode and that smaller gains were needed for higher
modes. The temperature tendency modes, like the tem-
perature modes, were scaled so that their expected am-
plitudes using the Kalman filter would be approxi-
mately the same size. Actually, this would only be true
if the temperature tendency in the model had the same
modal distribution of variance as the temperature ten-
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dency in the data. However, probably because the er-
rors in advection were relatively large, higher modes
in the model had disproportionately more energy than
in the data. Therefore, gains for all the modes (here we
used four temperature tendency modes to estimate the
surface flux) were optimized to make the innovation
spectra nearly white. This produced estimates of Q.
that compared favorably with the ECMWF estimates
(Fig. 12). The spatial averages of Q.. shown here are
most sensitive to the gain for the first mode; higher
modes produce more spatial structure in the surface
fluxes. Spatially averaged estimates of Q,., correspond-
ing to a relatively low temporally averaged gain (0.4
for the first mode and 0.06 for higher modes) appre-
ciably underestimated the wintertime (negative) sur-
face fluxes (Fig. 12) and overestimated the spring

a) dT/dt error
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b) dT/dt error after mean SSH correction
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FiG. 8. The error in temperature tendency before and after a mean
SSH correction. (a) The temporal average of the difference between
the temperature tendency of the AVHRR data and of the Kalman
tendency estimates had values as large as 0.1°C/day. (b) The variance

of these errors was reduced substantially by a mean SSH correction.
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Advection SSH correction (cm)
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Fic. 9. The mean SSH correction applied to the altimeter data.
Assuming the error in temperature tendency (Fig. 8a) was due to a
mean advection error, the mean velocity correction (and SSH correc-
tion) which would minimize this error, was computed. This correc-
tion weakened the flow near 70°W and east of 57°W, and shifted the
Gulf Stream farther north from 60° to 66°W.

(positive) surface flux, compared with the ECMWF
estimates and the surface fluxes for a higher gain (0.8
for the first mode and 0.17 for higher modes).

In addition to determining the Kalman gain, the rel-
ative errors of the model and the measurements deter-
mine the amount of smoothing by the Kalman
smoother. For example, for the higher gain the
smoother does not substantially change the estimate
(Fig. 13a); whereas for a relatively low gain (about
0.17), the smoother significantly alters the initial esti-
mate (Fig. 13b). Summing over all four modes shows
the effect of the smoother on the estimate of Q/#,, (Fig.
13c). Assuming errors in the modes are independent,
the total error was computed as the root-mean-square
of the errors for the four modes; these values are rela-
tively small, typically 0.015°C/day, with the largest
values in December 1987 when SST data were sparse.
The larger errors at the end of the time series are the
errors from the initial Kalman estimate, which is the
same for the smoothed estimate because the smoother
starts at the end of the time series, reducing the errors
as it smooths.

Using the smoothed estimates shown in Fig. 13, the
temporal average of the surface flux was computed for
both the model estimate and for ECMWF (Fig. 14).
Because the surface flux clearly had a trend toward
more positive values and because of the calibration
problem in the first half of 1987 described in the ap-
pendix, the two-year period over which the estimates
were averaged was May 1987-April 1989. As dis-
cussed in section 5, the mean of the surface flux esti-
mates using the Kalman filter (Fig. 14a) will not nec-
essarily match the mean from the ECMWEF data (Fig.
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14b), although it was added to the modes to get the
total estimate.

7. Discussion

The annual mean net surface heat flux from the
model/Kalman filter differs somewhat from the mean
of the ECMWF surface fluxes (Fig. 14), primarily in
that there are regions along the mean Gulf Stream path
where the negative core is quite weak. These regions
generally correspond with the regions of large (nega-
tive) differences between the temperature tendency in
the model and in the data (Fig. 8b). These errors may
account for most of the differences in surface flux along
the Gulf Stream core; for example, an error of
—0.03°C/day, such as that at 40°N, 60°W in Fig. 8b,
with an annual-average mixed layer depth of 100 m,

a) Original mean SSH
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FiG. 10. The mean SSH before and after the correction. (a) The
mean SSH computed by Qiu (1994) and (b) the mean SSH with the
correction in Fig. 9 added. The northern recirculation gyre was elon-
gated and the southern gyre was shortened by the correction.
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Innovation spectrum, low gain
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FIG. 11. Power spectra of the temperature innovation for low and
high gains. The difference between the SST data and the Kalman
temperature estimate, known as the innovation, was examined to op-
timize the Kalman gain. (a) The low gain produced a red spectrum,
suggesting that insufficient information was being extracted from the
data. (b) A higher gain produced a nearly white spectrum.

would give an error of about 140 W m’. Subtracting
this from the estimated value (Fig. 14a) of about —70
W m? gives an annual-average surface flux consistent
with the —200 W m? value of the Bunker climatological
value for the Gulf Stream core (Isemer and Hasse
1987). North of the Gulf Stream, the model/Kalman
filter estimates are negative and the Bunker climatology
suggests a region of positive mean surface flux; this is
consistent with the positive errors in temperature ten-
dency, which contribute a negative bias to the surface
flux. In the far northeast corner of the model domain,
the errors in temperature tendency are more compli-
cated and, therefore, cannot explain discrepancies with
the Bunker climatology; however, along the entire east-
ern boundary of the model domain, SST errors are rel-
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atively large. Some of the differences are undoubtedly
due to the relatively coarse spatial resolution of the
ECMWEF estimates.

The spatially averaged time series of surface flux
agreed surprisingly well with the ECMWF estimates
(Fig. 12), surprisingly because the methods are almost
entirely independent. Although the ECMWF atmo-
spheric model uses SST maps derived from AVHRR
data and our method uses AVHRR data as well as the
ECMWF winds, the mixed layer model infers the net
surface heat flux from changes in the oceanic mixed
layer, rather than calculating them using bulk formulas.
The similarity of the estimates suggests that the errors
in either method, at least in a spatially averaged sense,
are relatively small. The combination of the mixed
layer model and the Kalman filter yielded more than
two years of weekly maps of net surface heat flux es-
timates (Caruso et al. 1995).

The estimation procedure was quite efficient because
of the use of modes in the Kalman filter, rather than
adjusting the values at each model grid point. The en-
tire time series can be calculated in less than 1.5 hours
on a SUN SPARC 10 workstation. There are, however,
some important drawbacks to solving the problem with
modes. One problem is that the spatial structure of the
temperature error is lost. Although the error varies sub-
stantially with time (Fig. 4), the error also varies by a
factor of 2 spatially. In the modal formulation, the tem-
perature error is spatially averaged and then distributed
in a fixed way among the modes, so that the gain is
reduced throughout the region during times of large
average errors. If the temperature and the temperature
tendency at each grid point were contained in the state

Effect of gain on heat flux
AN SN NN NN

200.

100. —

o -100. %,

W/m

-200.

-300.

—400.

-500. U U LU USSR S U U U U SN

SONDJFMAMJJASONDJFMAMJJASONDIFMAMIJA
1986 1987 1988 1989

FiG. 12. Net surface heat flux for low and high Kalman gains.
Spatially averaged surface flux Q,., for a relatively low gain (dashed
line) and for a high gain (solid line), compared with the ECMWF
estimates (dotted line). Negative surface fluxes (wintertime) are un-
derestimated and positive surface fluxes (spring) are overestimated
for the low gain, relative to the estimates for high gain and from the
ECMWF.
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vectors, then the error could be computed for each point
individually and the gain would vary both in time and
in space. This would allow the gain to decrease dra-
matically in the northeastern part of the region, which
remained cloud covered throughout much of the winter
of 1987/88, and would have damped the oscillations
in the surface flux estimates in December 1987
(Fig. 13c¢).

It was also not clear what the absolute error for the
temperature tendency should be, even given a good es-
timate of the SST error €. For an accurate estimate it
would be necessary to know the temporal decorrelation
of € because the maps combine several weeks of data
into each estimate. Assuming that the errors were rel-
atively well correlated from one week to the next, only
a fraction of the expected V2e would be contained in
the difference. It was also unclear how to distribute this
error among the modes; therefore, in particular, the
magnitude of the variations in spatial structure is not
well constrained. Nevertheless, the relative contribu-
tions of the modes to the final estimate was robust with
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b) Original and smoothed amplitude 4
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FiG. 13. Kalman smoother applied to Kalman surface flux
estimates. Time series of (a) amplitude of the first mode, (b)
amplitude of the fourth mode, and (c) spatially averaged value
of Q/h,, and its estimated error (dashed line). Solid lines are
original Kalman filter estimates and dotted lines are with Kal-
man smoother applied. ‘

respect to any variation of the gain: a very small gain
could not reduce the rms amplitudes of the higher
modes relative to that of the first mode, nor could a
large gain increase the amplitudes of the higher modes.

Another problem with the simple Kalman filter im-
plementation was that there was no feedback between
the errors in temperature and the errors in the surface
flux estimates. Each Kalman filter was treated indepen-
dently, although the measurement errors for each were
scaled with the errors in the SST maps, so that the gains
also covaried.

Finally, there are limitations with the data and the
model. Both the mesoscale variations in the Gulf
Stream and the temporal variations of surface fluxes
cannot be resolved with the available altimetric data
and these unresolved fluctuations create a relatively
large source of error, from which the smoothed heat
flux estimates must be extracted by the Kalman filter.
In addition, AVHRR data are notoriously sparse in the
wintertime, when surface flux reaches its extreme neg-
ative value. Currently available wind fields do not have
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FIG. 14. Annual mean surface flux for Kalman estimate and for
ECMWF. Two-year average of surface flux estimate from (a) the
model/Kalman filter and (b) from ECMWEF. Note the relatively com-
plicated spatial structure of the negative region along the core of the
Gulf Stream and the regions of positive surface flux.

as high a spatial resolution as the altimetric velocity
fields and this may adversely affect the computation of
advection due to Ekman transport, or temperature
changes due to vertical entrainment. The contribution
of entrainment was relatively small; however, this was
not the case for advection from Ekman transport, as
discussed in Part II. In the future, high-resolution wind
fields from satellite scatterometers will allow more ac-
curate wind fields and this improvement would warrant
analysis with a more accurate mixed layer model. Fi-
nally, the analysis of the errors in the temperature ten-
dency suggested some systematic advection errors,
which are probably due in part to the mean SSH. A
partial correction for this problem was obtained, but
rather small errors (the correction computed here had
a rms amplitude of only 0.037 m) cause large errors in
advection in a region of such strong currents and strong
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temperature gradients. A better estimate of the mean
SSH, which could be obtained with a better gravita-
tional geoid, would be helpful here.

A detailed analysis of the mixed layer heat budget
appears in the second half of this analysis, Part II: The
Upper Ocean Heat Balance.

8. Summary and conclusions

Using data from a satellite-mounted radar altimeter
and an infrared radiometer, along with winds from an
atmospheric model, we have estimated the net surface
heat flux required to balance the mixed layer heat
budget. Our method combined a simple numerical
mixed layer model with a Kalman filter to assimilate
both temperature and temperature tendency. The upper
ocean heat budget included eddy diffusion and advec-
tion calculated in the model using velocities primarily
derived from the sea surface height field measured by
the altimeter.

To reduce the computational and storage require-
ments, the Kalman adjustment was made using a finite
number of modes of temperature and temperature ten-
dency. The use of modes made the Kalman filter very
efficient. A series of experiments performed on syn-
thetic temperature data suggested some modifications
to the Kalman formulation and suggested that it was
possible to retrieve the amplitudes of several modes of
the term Q,./(c,ph,), where h,, is the mixed layer
depth determined by the mixed layer model.

Experiments performed on the actual data suggested
that better surface flux estimates could be obtained by
allowing the model to predict the mixed layer depth
rather than by adjusting the depth toward a climatolog-
ical value. Systematic errors in the temperature ten-
dency appeared to be due to errors in advection. A cor-
rection for errors in the mean SSH from the altimeter
was applied, assuming the errors were due to the ad-
vection by mean geostrophic currents. The residual er-
rors after this correction may have been due to errors
in advection by Ekman transport, due to errors in the
wind field.

Because the model errors and the measurement er-
rors for temperature tendency are poorly known, no
objective method for setting the Kalman gain was
available. Optimal gains for temperature and tempera-
ture tendency were determined by requiring the fre-
quency spectrum of the model/data errors to be
“‘white.”’ , :

The agreement between the time series of spatially
averaged surface flux and that obtained from the
ECMWEF atmospheric model was surprisingly good,
with the largest discrepancies occurring in February
and March, associated with mixed layer shoaling. The
temporally averaged surface flux estimates from the
mixed layer model and that from ECMWF were sub-
stantially different; these differences were due in part
to errors in the estimate of advection.
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APPENDIX A
Computation of the SST maps

Weekly averaged AVHRR data are available for the
North Atlantic in either daytime or nighttime versions;
however, much of the nighttime data was flagged as
cloud contaminated, and thus we chose to use only the
more complete daytime dataset. There were some cal-
ibration errors in the AVHRR data for the first half of
1987 (Bates 1994), which were reflected in compari-
sons of the monthly mean SSTs from the MCSST ver-
sion of the AVHRR data with the monthly means from
the COADS data, as a function of latitude. An addi-
tional analysis by Bates suggested that the correction
could alternatively be parameterized as a function of
SST (J. Bates 1993, personal communication ). There-
fore, a correction for the weekly average SST was com-
puted by interpolating tables of the AVHRR bias as a
function of SST and month.

The AVHRR daytime data were averaged over a pe-
riod of two weeks using an optimal average (Chelton
and Schlax 1991), which is a straightforward extension
of the usual objective map. The optimal average re-
quires a temporal covariance function for SST, which
we estimated using a test series of 1-km resolution
AVHRR images for September—October 1988, which
had been flagged for clouds. The covariance function
used was exponential in time:

C(t) = Viexp(—|t|/T)) + V, exp(—[t|/T,), (Al)

where V,, V, are the SST signal and noise variances,
respectively, and T, T, are their characteristic times.
The main problem with using AVHRR data to estimate
the covariance function is that noise in the AVHRR
data may shorten the apparent decorrelation times for
the signal; however, in this case the decorrelation times
appeared to be quite distinct. The covariance estimates
from the decimated data showed an abrupt drop at 12
h, suggesting that the primary AVHRR error is uncor-
related between images. Using a value for V, of 1°C?
and a value for T, of 1 h, the best fit of (Al) to the
estimated SST covariances gave a value for T, of about
5 days. The SST variance V, had a spatially averaged
value of about 3.4°C?, relative to the temporal mean
over two months.

To make the estimated errors of the maps using the
weekly average data consistent with the covariance
function, we removed an annual mean from the data
before the optimal estimate and then added it back to
the data afterward. The annual mean was computed by
a least squares fit of once- and twice-per-year harmon-
ics to the SST data at each point.

The use of the weekly average SST values, rather
than AVHRR image data, to generate a two-week av-
erage, required some adaptations of the optimal esti-
mation algorithm. The only information retained in the
one-week averages is the number of data N used in each
estimate, not the times and dates of the original data.
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Based on Monte Carlo simulations of 50 different ran-
dom distributions of image times within a week, we
found that the estimated error for the one-week average
was primarily a function of the number of images used.
The two-week average was even less sensitive to the
distribution of the times of the data within each indi-
vidual week. Therefore, one could estimate the error
associated with each weekly average using only the
number of data N used in that week and then average
the values and errors from two weekly averages. How-
ever, it was actually more accurate to create ‘‘fake’’
data and use the optimal average algorithm. For each
weekly average we repeated the value N times and as-
signed random dates during the week to the values, as
if there were N separate measurements. We then used
this much larger set of data to make the optimal maps.
The other modification was to limit the amount of data
used for each two-week average: a total of five weeks
of data was used to make each optimal estimate. If no
data were available during the five weeks at a given
grid point, no estimate was made. A two-week optimal
estimate was generated each week, so that the maps
represent a running average of the SST data.
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