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ABSTRACT

Mesoscale eddies are important contributors to ocean circulation, and are ubiquitous
throughout the world’s oceans. They are capable of transporting heat, salinity, nutrients,
and phytoplankton, and are important in the transfer of energy between different scales. In
the South Pacific the Subtropical Counter-current is a region of heightened eddy activity
which has been little studied. The South Pacific Subtropical Counter-current (STCC) is an
eastward flowing current which overlays the westward South Equatorial Current (SEC). This
vertically sheared STCC-SEC system is subject to baroclinic instabilities, which gives rise
to mesoscale eddies.

Decadal variability of eddy activity in the western, subtropical South Pacific is examined
using the past two decades of satellite altimetry data. By using ocean reanalysis data,
low-frequency variations in the state of the ocean in this region are investigated. It is
found that the low-frequency changes in shear and stratification simultaneously work to
modulate the strength of baroclinic instabilities. These changes in the strength of the
instabilities consequently affect the observed eddy activity. Using a linearization of the
baroclinic growth rate, the contribution to the variability from the changes in shearing is
found to be roughly twice as large as those from changes in stratification. Additionally,
changes in the temperature and salinity fields are both found to have significant impacts
on the low-frequency variability of shearing and stratification, for which salinity changes
are responsible for 50-75% of the variability as caused by temperature changes. However,
the changes in all these parameters do not occur concurrently, and can alternately work to
negate or augment each other.

By furthering the investigation of this system to look at the driving mechanisms leading
to changes in the shear and stratification, larger drivers of overall eddy activity can be iden-
tified. The Estimating the Circulation and Climate of the Ocean, phase II (ECCO2) ocean
state model is used to perform budget analyses to identify to most important mechanisms

altering the temperature and salinity fields in the STCC, and subsequently, the shear and
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stratification. These budgets can then be related back to the linearized baroclinic growth
rate to look at the impact of individual drivers on eddy activity. Variability in advective flux
convergence is found to be the most consequential driver, for both shear and stratification,
while direct atmospheric surface forcing through net heat flux and moisture fluxes are of
approximately equal importance. Atmospheric forcings are additionally found to be related
to the Interdecadal Pacific Oscillation through changes in the location and strength of the
South Pacific Convergence Zone.

Mesoscale eddies have been shown to have significant effects on biogeochemical cycles,
as observed in local levels of near-surface chlorophyll. In the South Pacific Subtropical
Counter-current, however, an inconsistent chlorophyll anomaly response and a low correlation
to the presence of eddies challenges simple explanation of the mechanisms at play. Using
Glob-Colour ocean color data and Aviso altimetry data, an investigation of the area found
that a seasonal reversal occurs in the character of the chlorophyll anomaly within eddies
(reversal from positive to negative, and vice versa). The cause of this reversal is inferred
to be a seasonally-changing limiting factor within the region. Argo float profiles co-located
inside and outside of eddies are used to show the coincidence of chlorophyll anomalies with
seasonally changing mixed layer depths and the ability of the eddies to access deep nutrient
pools. Observations of other mechanisms, such as eddy stirring or eddy-Ekman pumping, are
found to be seasonally less important than the mixed layer depth change induced nutrient
flux. Additionally, metrics are developed to globally identify oceanic regions in which such

seasonal reversals in chlorophyll anomalies could occur.
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Left column: Mean state of the South Pacific. The STCC region is outlined
by the red box. Right column: Area-averaged signals of the STCC region.
The low-pass signal (<1 yr~') is given in the solid red line. Top: EKE ¢m?
s72. Middle: Shearing (cm s™!'). Bottom: Stratification (kg m™) . . . . . ..
Time series of (a) the averaged shearing and (b) stratification in the Argo and
ECMWF data sets. Averaged vertical profiles of (c¢) zonal current and (d)
density. . . ...
Meridionally-averaged low-pass bands of shearing and stratification in the
Argo and ECMWF data sets. (a) Argo shearing. (b) ECWMEF shearing. (c)
Argo stratification (d) ECMWF stratification . . . . .. ... ... .....
Meridionally-averaged bands of low-pass (<1 yr~!) variation in the STCC. (a)
EKE (cm? s72). (b) Shear (cm s7'). (c¢) Stratification (kg m™3). . . . . . ..
The upper row has meridionally-averaged bands of salinity and temperature
variations. The lower row has meridionally-averaged bands of density anoma-
lies, caused by varying salinity and temperature variations. (a) Low-pass
salinity (psu). (b) Low-pass temperature (°C). (¢) Low-pass density with
varying salinity and fixed temperature (kg m™3). (d) Low-pass density with
varying temperature and fixed salinity (kg m™3). . . . .. .. ... ... ..
The upper row has meridionally-averaged bands of variations in the meridional
gradient of salinity and temperature. The lower row has meridionally-averaged
bands of the meridional density gradient anomalies, caused by varying salinity
and temperature variations. (a) Low-pass salinity gradient (psu m~'). (b)
Low-pass temperature gradient (°C m™!). (c) Low-pass velocity anomalies
derived from varying salinity and fixed temperature (cm s™!). (d) Low-pass
velocity anomalies with varying temperature and fixed salinity (cm s™1),

Baroclinic instability growth rates over a range of shearing and stratification
states. In all plots, the red box indicates the range of average seasonal values
across the region. The green line indicates the area-averaged seasonal cycle of
shearing and stratification. (a) Baroclinic growth rates. (b) The percent error
in a linearized baroclinic growth rate, using a Taylor series expansion. The
reference levels are op = 10.1x1072 day !, U, = 3.1 cm s}, and p.o = 1.45 kg
m~3. (¢) Relative change in baroclinic growth with respect to stratificiation.
(d) Relative change in baroclinic growth with respect to shearing. . . . . . .
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2.8

3.1

3.2

3.3

3.4

Meridionally-averaged bands of baroclinic instability growth rates. The upper
row shows the baroclinic growth rate variability, assuming holding a parameter
constant. (a) Assuming fixed stratification, and allowing shearing to vary. (b)
Assuming fixed shearing, and allowing stratification to vary. (c) Fully non-
linear baroclinic growth rates. (d) Baroclinic growth rates, using the linearized
growth rate. . . . . . . . . L

Comparison of zonal velocity and density data between the ECCO2 model
output and ORASbH reanalysis output. Shearing is calculated as the difference
between the upper and lower layer averaged zonal velocity, while stratification
is the difference between the lower and upper layer averaged density. The
upper layer is defined as the surface to 200m depth. The lower layer is defined
as 200m to 600m depth. The area is defined as 165°F - 130°W, 22°S - 28°S.
The time period of consideration is January 1st, 1993 - December 31st, 2018.
The thin lines are the area-averaged data, while the thick lines are low-pass
filtered (< 1 yr™!). a) Time series of the area and depth averaged shear. b)
Vertical profile of the area and time averaged zonal velocity. c¢) Time series of
the area and depth averaged stratification. d) Vertical profile of the area and
time averaged density. . . . . . . .. ...
The upper row (a,b,c) shows the total variability in layer shear as a percent
of the mean layer shear (U, = U; - U). a) Layer shear variability with only
upper layer varying. ((U; - U, - U.)/U,) b) Layer shear variability with only
lower layer varying. ((U, - Uy - U.)/U.) ¢) Layer shear variability with both
layers varying. (U./U.) The lower row (d,e,f) shows the total variability in
layer stratification as a percent of the mean layer stratification (g, = 73 - 71)-
d) Layer stratification variability with only the upper layer varying. ((pz - p1
- 02)/P=) e) Layer stratification variability with only the lower layer varying.
((p2 - p1 - =)/ p=) f) Layer stratification variability with both layers varying.
(P2/72) « o o
Zonally-averaged profiles of zonal velocity, vertical shear of zonal velocity,
meridional gradients of potential vorticity (PV), and density. Profiles are
averaged between 165°E-130°W. Vertical dashed lines are shown as 22°S and
28°S, indicating the northern and southern boundaries of the STCC study
region. a) Zonal velocity and vertical shear of zonal velocity. Red/blue shading
indicates zonal velocity shear, while black contours indicate zonal velocity,
given in (em s™1). Solid contours indicate eastward flow, while dashed contours
indicate westward flow. b) Density and meridional gradient of PV. Red/blue
shading indicates PV gradient, while black contours indicate isopycnals, given
as (kg m™3-1000) . . ..o
Mean contributions of each term to net temperature and salinity forcing.
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3.5

3.6

3.7

3.8

ECCO2 vs Aviso Variability. Figures a) and b) show low-frequency variabil-
ity in eddy kinetic energy (EKE) across the STCC band, averaged between
22°S to 28°S. a) EKE variability, as derived from Aviso geostrophic velocity
anomalies. b) EKE variability, as derived from ECCO2 geostrophic velocity
anomalies. ¢) Time series of area-averaged sea surface height (SSH), as
compared in Aviso and ECCO2. The area over which SSH is averaged is
165°E-130°W, 22°S-28°S. The thin lines indicate the area-averaged SSH signal,
while the thick lines indicate the low-pass filtered (period > 15 months) SSH
variability. . . . . . Lo
The upper row shows Hovmueller diagrams of integrated temperature variabil-
ity from each of the forcing terms. a) Low-frequency temperature anomalies.
b) Temperature anomalies due to net heat flux anomalies. ¢) Temperature
anomalies due to anomalous horizontal temperature flux convergence. d)
Temperature anomalies due to vertical temperature flux convergence. e) Dif-
fusive temperature flux convergence, calculated as the residual from the other
terms. Bottom row: Time series of area-averaged temperature variability,
due to the respective forcing terms (net heat flux, advective temperature flux
convergence, diffusive temperature flux convergence. . . . . . . . .. ... ..
The upper row shows Hovmueller diagrams of integrated salinity variability
from each of the forcing terms. a) Low-frequency salinity anomalies. b)
Salinity anomalies due to net freshwater flux anomalies. ¢) Salinity anomalies
due to anomalous horizontal salinity flux convergence. d) Salinity anomalies
due to vertical salinity flux convergence. e) Diffusive salinity flux conver-
gence, calculated as the residual from the other terms. Bottom row: Time
series of area-averaged salinity variability, due to the respective forcing terms
(net freshwater flux, advective salinity flux convergence, diffusive salinity flux
CONVETZEICE. . « v v v v v e i e e e e e e e e e e e
The upper row shows Hovmueller diagrams of integrated density variability
from each of the forcing terms. a) Low-frequency density anomalies. b)
Density anomalies due to net heat flux anomalies. ¢) Density anomalies due
to net freshwater flux anomalies. d) Density anomalies due to anomalous
total density flux convergence. e) Density anomalies due to total diffusive
flux convergence. Total advective flux convergence is the sum of horizontal
temperature and salinity flux convergence and vertical temperature and salin-
ity flux convergence. Diffusive flux convergence is calculated as the residual
from the other terms. Bottom row: Time series of area-averaged density
variability, due to the respective forcing terms (net heat flux, net freshwater
flux, advective density flux convergence, diffusive density flux convergence.
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3.9

3.10

3.11

The upper row shows Hovmueller diagrams of integrated meridional temper-
ature gradient variability from each of the forcing terms. a) Low-frequency
temperature gradient anomalies. b) Temperature gradient anomalies due to
the gradient of net heat flux anomalies. ¢) Temperature gradient anomalies
due to the gradient of anomalous horizontal temperature flux convergence.
d) Temperature anomalies due to the gradient of vertical temperature flux
convergence. e) Gradient of diffusive temperature flux convergence, calculated
as the residual from the other terms. Bottom row: Time series of area-
averaged temperature gradient variability, due to the respective forcing terms
(gradient of net heat flux, advective temperature flux convergence, diffusive
temperature flux convergence. . . . . . . .. .. Lo
The upper row shows Hovmueller diagrams of integrated meridional salin-
ity gradient variability from each of the forcing terms. a) Low-frequency
salinity anomalies. b) Salinity gradient anomalies due to the gradient of
net freshwater flux anomalies. ¢) Salinity anomalies due to the gradient of
anomalous horizontal salinity flux convergence. d) Salinity anomalies due
to the gradient of vertical salinity flux convergence. e) Gradient of diffusive
salinity flux convergence, calculated as the residual from the other terms.
Bottom row: Time series of area-averaged salinity gradient variability, due to
the respective forcing terms (gradient of net freshwater flux, advective salinity
flux convergence, diffusive salinity flux convergence. . . . . . . . ... .. ..
The upper row shows Hovmueller diagrams of zonal velocity variability, as
derived by assuming a thermal wind balance on meridional density gradients,
from each of the forcing terms. a) Low-frequency zonal velocity anomalies. b)
Zonal velocity gradient anomalies due to the gradient of net heat flux anoma-
lies. ¢) Zonal velocity gradient anomalies due to the gradient of net freshwater
flux anomalies. d) Zonal velocity anomalies due to the gradient of anomalous
total flux convergence. e) Zonal velocity anomalies due to the gradient of
total diffusive flux convergence. Total advective flux convergence is the sum of
horizontal temperature and salinity flux convergence and vertical temperature
and salinity flux convergence. Diffusive flux convergence is calculated as the
residual from the other terms. Bottom row: Time series of area-averaged zonal
velocity gradient variability, due to the respective forcing terms (gradient of
net heat flux, net freshwater flux, advective flux convergence, diffusive flux
CONVEIZRICE. . .« v v v e e e i e e e e e e e e e e e e
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3.12

3.13

3.14

3.15

The upper row shows Hovmueller diagrams of linearized baroclinic growth
rate(BCR) variability, as derived by linearization about mean upper layer
shear and stratification, from each of the forcing terms. a) Low-frequency
BCR. b) BCR anomalies due to heat flux forcing. ¢) BCR anomalies due to
the net freshwater flux forcing. d) BCR anomalies due to total advective flux
convergence. e¢) BCR anomalies due to diffusive flux convergence. Total ad-
vective flux convergence is the sum of horizontal temperature and salinity flux
convergence and vertical temperature and salinity flux convergence. Diffusive
flux convergence is calculated as the residual from the other terms. Bottom
row: Time series of area-averaged BCR variability, due to the respective
forcing terms (net heat flux, net freshwater flux, advective flux convergence,
diffusive flux convergence). . . . . . . ...
The upper row shows Hovmueller diagrams of linearized baroclinic growth
rate(BCR) variability, as derived by linearization about mean upper layer
shear and stratification, from each of the forcing terms. a) Low-frequency
BCR. b) BCR anomalies due to shear variability. ¢) BCR anomalies due to
stratification variability. d) BCR anomalies due to temperature variability.
e) BCR anomalies due to salinity variability. For temperature and salinity-
induced variability, the terms represent the change due to total changes in the
respective parameter; i.e., total temperature-induced BCR variability is the
temperature-induced shear and stratification variability. Bottom row: Time
series of area-averaged BCR variability, due to the respective forcing terms
(shear, stratification, temperature, and salinity). . . . . . .. .. ... .. ..
Comparison between eddy kinetic energy (EKE) and baroclinic growth rate
(BCR). a) EKE derived from ECCO2 geostrophic velocity anomalies. b)
BCR anomalies, fully non-linear, calculated using total variations in shear,
stratification, and layer thicknesses. ¢) Linearized BCR, calculated through
a linearized parameterization about the mean shear and stratification state,
allowing only variations in the upper layer density and zonal velocity.

First EOF mode of driving terms in budget equations: net surface heat flux,
net moisture flux, zonal velocity, and wind stress curl. EOF modes are given
in figures a), b), e), and f). Corresponding principal component time series
of the EOF modes are given in figures c), d), g), and h). The time series
is given as the blue line, while a low-pass smoothed (< 1 yr~!) IPO time
series is given in orange. a) EOF-1 of net surface heat flux. b) Principal
component time series of heat flux EOF mode 1. ¢) EOF-1 of zonal velocity
of the averaged upper 200 m. d) Principal component time series of upper
200 m zonal velocity. e) EOF-1 of net moisture flux. f) Principal component
time series of net moisture flux. g) EOF-1 of wind stress curl. h) Principal
component time series of wind stress curl. . . . .. .. ..o
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3.16 Difference in forcings during positive versus negative IPO periods. a) Change

4.1

4.2

4.3

in net surface heat flux. Positive heat flux is heat into the ocean, leading
to increasing temperature. b) Change in net surface moisture flux. Positive
moisture flux is moisture into the ocean, leading to decreasing salinity. c)
Change in surface wind divergence/convergence. Positive values indicate wind
divergence while negative values indicate convergence. d) Change in surface
wind stress curl. . . .. Lo oL

a) Global map of <chl,>-ssh anomaly cross correlation. b) South Pacific
map of <chl,>-ssh anomaly cross correlation, with the STCC region of study
indicated by the black box from 22°-28°S and 165°E-130°W. In both maps,
cross correlation is taken between spatially high-passed SSH anomalies and
chl, anomalies. The cross correlation has been spatially smoothed with a
2"%_order Lanczos filter with a 1 degree half-width window. The solid black
contours indicate areas of significant positive cross correlation (> 0.1) and the
dashed black contours indicate area of significant negative cross correlation
(< -0.1). Correlation significance is calculated at the 95% significance level,
following von Storch and Zwiers (1999), using the formula q,(40.025; n-2) /\/n,
where ¢;(40.025; n) is the 2.5 percentage point of the Student’s t distribution

with n-2 degrees of freedom, and n is estimated as the number of days of data. 74

Hovmueller x-t diagram of normalized chlorophyll anomalies (<chl,>) by
month. The x-t diagram is averaged between 22°S - 28°S, binned into 5
degree longitude boxes from 165°E to 130°W. This region is the boxed area
seen in Figure 4.1b. . . . . . . . . ..
Composites of normalized chlorophyll anomalies in eddies in the eastern South
Pacific STCC (160°W-130°W) by month, as a percent of the background
chlorophyll level. Anticyclones are shown by month in the left half of the
figure, while cyclones are shown by month in the right half of the figure.
The black circle indicates one eddy radius from the center. The arrows
are calculated geostrophic velocity vectors, as calculated from sea surface
height anomalies. The colorbar indicates the normalized chlorophyll anomaly,
given as a percent of the large scale, background chlorophyll signal. Above
each composite, the number of daily eddy composites used for each monthly
average is given as N, while the number of individual eddies, which persist
throughout the month, is given as N*. For the purposes of conservative efforts
in estimating confidence intervals, seen in Figure 4.4, N* is used in an estimate
of the number of degrees of freedom. For statistical characteristics of the
eddies used in composites, refer to Table 4.1. . . . . . . . . ... . ... ...
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4.4

4.5

a) Composites by quarterly period for the eastern South Pacific STCC (160°W-
130°W). Anticyclones/cyclones are shown in the left /right halves of the figure,
respectively. Quarterly periods are as follow: FMA = February - April, MJJ
= May - July, ASO = August - October, NDJ = November - January. The top
row is the monopole structure of the normalized chlorophyll anomaly, with the
dipole structure shown on the second row. The colorbar for these composites
is the normalized chlorophyll anomaly, given as a percent of the large scale,
background chlorophyll signal. The third and fourth row show the monopole
and dipole structure, respectively, for the Lagrangian derivative %(Chla) of
normalized chlorophyll anomalies. The colorbar for these composites is a
normalized chlorophyll rate of change, given as a percent of the large scale,
background chlorophyll signal per day. The black circle indicates one eddy ra-
dius from the center. b) The bottom figure shows the relative magnitude of the
monopole/dipole structure, by month, by eddy type. Anticyclones/cyclones
are indicated by the red /blue lines, and monopole/dipoles are indicated by the
solid/dashed lines. This monthly time series indicates the magnitude of the
monopole and dipole structure within cyclones and anticyclones. The shaded
red and blue areas indicate the 95% confidence interval for the monopole
structures, using a standard t distribution, where N* degrees of freedom are
taken as the number of individual eddies used in each composite (see Figure
A.3).
Composites of normalized chlorophyll anomalies in eddies in the western South
Pacific STCC (165°E-170°W) by month, as a percent of the background
chlorophyll level. Anticyclones are shown by month in the left half of the
figure, while cyclones are shown in the right half of the figure. The black
circle indicates one eddy radius from the center. The arrows are calculated
geostrophic velocity vectors, as calculated from sea surface height anomalies.
The colorbar indicates the normalized chlorophyll anomaly, given as a percent
of the background, large scale chlorophyll signal. Above each composite, the
number of daily eddy composites used for each monthly average is given as N,
while the number of individual eddies, which persist throughout the month, is
given as N*. For the purposes of conservative efforts in estimating confidence
intervals, seen in Figure 4.4, N* is used in an estimate of the number of degrees
of freedom. For statistical characteristics of the eddies used in composites,
refer to Table 4.1. . . . . . . . . .
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4.6

4.7

a) Composites by quarterly period for the western South Pacific STCC (165°E-
170°W). Anticyclones/cyclones are shown in the left /right halves of the figure,
respectively. Quarterly periods are as follow: FMA = February - April, MJJ
= May - July, ASO = August - October, NDJ = November - January. The top
row is the monopole structure of the normalized chlorophyll anomaly, with the
dipole structure shown on the second row. The colorbar for these composites
is the normalized chlorophyll anomaly, given as a percent of the large scale,
background chlorophyll signal. The third and fourth row show the monopole
and dipole structure, respectively, for the Lagrangian derivative %(Chla) of
normalized chlorophyll anomalies. The colorbar for these composites is a
normalized chlorophyll rate of change, given as a percent of the large scale,
background chlorophyll signal per day. The black circle indicates one eddy ra-
dius from the center. b) The bottom figure shows the relative magnitude of the
monopole/dipole structure, by month, by eddy type. Anticyclones/cyclones
are indicated by the red /blue lines, and monopole/dipoles are indicated by the
solid/dashed lines. The monthly time series indicates the magnitude of the
monopole and dipole structure within cyclones and anticyclones. The shaded
red and blue areas indicate the 95% confidence interval for the monopole
structures, using a standard t distribution, where N* degrees of freedom are
taken as the number of individual eddies used in each composite (see Figure
A.3).
a) Ekman pumping anomalies within eddies in the South Pacific STCC. Wind
stress data are taken from QuikSCAT data covering the time range from
January 2000 to December 2008. Composites by quarterly period are taken
to match that of the chlorophyll anomalies. The left(right) side shows the
composites for the western(eastern) STCC, while anticyclones(cyclones) are
shown in the top(bottom) row of composites. The black circle indicates one
eddy radius from the center. The colorbar indicated the strength of the
eddy-Ekman pumping in ¢m day~'. b) The monthly time series shows the
magnitude of the eddy-Ekman pumping. Cyclones(anticyclones) are indicated
by the blue(red) lines, while the western(eastern) composites are indicated by
the solid(dotted) lines. . . . . . . . . .. .

Xix



4.8

4.9

4.10

4.11

Figures a) and ¢) correspond to the western STCC (165°E - 170°W, 22°S-
28°S), while b) and d) correspond to the eastern STCC (160°W-130°W, 22°S-
28°S). Nitrate levels (NO3) in the STCC region are divided into a) western
STCC and b) eastern STCC, and averaged by month. The colorbar indicates
nitrate concentrations throughout the water column, given as umol kg™, and
as taken from World Ocean Atlas 2018 climatologies (WOA18). The mixed
layer depth for anticyclonic and cyclonic eddies are given as the orange and
blue lines, respectively. The nitracline, defined as where NO3 exceeds 1 pmol
kg~! is shown by the red line. The euphotic layer depth (z,) is shown by the
black line. A monthly time series of nitrate concentration calculated within
the mixed layer (¢ and d) and nitrate concentration anomalies within eddies
(eand f)isshown . . . . . .. ...
Figures a), ¢), and e) correspond to the western STCC (165°E - 170°W,
22°S-28°S), while b), d), and f) correspond to the eastern STCC (160°W-
130°W, 22°S-28°S). a) and b): Seasonal cycle of the averaged cycle of near-
surface chlorophyll (chl,). ¢) and d): The chl, anomalies in cyclones and
anticyclones. e) and f): Photosynthetically available radiation within the
mixed layer (PAR)/z). The regionally averaged PAR,, ., is given by the green
line, while the PAR,,;, within cyclones(anticyclones) is given by the blue(red)
lines, respectively. . . . . . . ..
The multiplied max-min correlations by month (0,00 .min) are gridded into
3deg x 3 deg boxes. The colorbar is the multiplied correlation coefficent
(Cmazmin = Omaz * Omin), Where o is the correlation coefficient for any given
month. Regions with a seasonally consistent <chl,>-ssh anomaly correlation
are shown in red. Regions with a seasonal switch of the sign of the correlation
(positive and negative correlations throughout the year) are shown in blue,
and are areas of a possible reversal of the sign of the chlorophyll anomaly
response to eddies. Possible regions of interest are highlighted by the black
boXes. . . .o e
Hovmueller x-t diagrams of normalized chlorophyll anomalies (<chl,>) by
month for the regions highlighted in Figure 4.10 by the black boxes. Hov-
mueller diagrams for the South Pacific STCC can be found in Figure 4.2, while
the ACC diagrams are not included. The left column shows the anomalies for
anticyclones and the right column shows the anomalies for cyclones. The
colorbar is the normalized chlorophyll anomaly, given as a percent of the large
scale, background chlorophyll signal. a) and b): South Indian STCC (50°E
- 110°E, 22°S-30°S). ¢) and d): North Pacific STCC (150°E - 150°W, 24°N-
30°S). e) and f): North Atlantic STCC (75°W - 35°W, 28°N - 34°N). g) and
h): South Atlantic STCC (40°W - 10°E, 24°S - 30°S). . . . . . . ... .. ..
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CHAPTER 1
INTRODUCTION

1.1 Motivation

Mesoscale eddy activity is a major component of kinetic energy in the ocean and the energy
cycle of the eddies is important to understanding ocean dynamics. With scales of 10-100s
of kilometers, mesoscale eddies lie at the transition between the large and the small. At
the large scale, such as ocean gyre circulation, mean ocean patterns and gradients are
set-up, and provide the background state for the generation of eddies. At the smaller
scale, the transition to the submesoscale finds motions in which geostrophic assumptions are
increasingly questionable. As such, mesoscale eddies, which lie between these scales, are an
important component in understanding energy pathways in the ocean, and an understanding
of the mechanisms which impact eddy activity is crucial.

Mesoscale eddies can impact and alter the ocean in a variety of ways. Eddies are
important pathways for the transport of salt and heat (Chaigneau et al. 2011; Melnichenko
et al. 2017; Qiu and Chen 2005; Zhang et al. 2014). Eddies have also been shown to alter the
spatial and temporal evolution patterns of mixed layers (Gaube et al. 2019). More recently,
interest has grown in the impact of eddies on biological and geochemical parameters, and
the cycling of these. Near-surface chlorophyll anomalies can be identified within eddies, and
provide the opportunity for biological hot spots (Gaube et al. 2013; McGillicuddy 2016).
Globally, the many ways in which these mechanisms manifest is just beginning to be known.

In the South Pacific, the Subtropical Counter-current (STCC) is a region of heightened
eddy activity, and lies in a highly complex region of the ocean. The source of the eddy activity
in this region is not associated with any sort of boundary current or other strong, horizontally
sheared currents. Circulation patterns are controlled by gyre circulation and meridional
density gradients to create a highly sheared upper ocean. There is also a large number of

tall seamounts provide random localized flow disturbances, while the Kermadec ridge, which



stretches from New Zealand to New Caledonia, significantly alters deep circulation patterns.
The eddying region of the STCC also stretches from more productive waters closer to coastal
regions, and spans into the highly oligotrophic South Pacific gyre, which has some of the
lowest surface chlorophyll concentrations in the world. Additionally, eddy variability in the
South Pacific has been much less studied when compared to other regions in the oceans,
such as the North Pacific.

The eddy kinetic energy signal, as calculated from geostrophic surface velocity anomalies,
has been shown to exhibit a clear annual cycle, as well as variations on longer time scales
(> 1 year period oscillations). Previous work (Qiu and Chen 2004; Qiu et al. 2008) explored
baroclinic instability as a possible source of the eddy activity in the region. The goal of this
dissertation is to analyze this eddy activity from a number of perspectives: variations through
seasonal to decadal time scales, the dynamical causes of this variation, and the implications
of this eddy activity as seen in its influences on biomass. The increase in hydrographic
measurements in the region over the last two decades allow us to identify the dominant
factors affecting the strength of this possible instability, and to examine likely forcings on

the region which could affect these factors.

1.2 Structure of Dissertation

This dissertation is broken up into a number of chapters to highlight major themes and
foci of analysis. Beyond this introductory section (Chapter 1), the body of the dissertation
consists of three main chapters (Chapters 2-4), as well as a concluding section (Chapter
5). Each of the three main chapters will be presented as a full study, and will present
independent perspectives of different aspects of mesoscale eddy activity in the South Pacific
Subtropical Counter-current (STCC), and as such, each can be read independently. Any rel-
evant appendices or supplementary materials will be provided at the end of the dissertation.
Additionally, much of the relevant background literature is common among the chapters,
and a bibliography for all the material is provided at the end of the dissertation.

Chapter 2 begins the analysis of decadal variability of mesoscale eddy activity in the



STCC. A combination of observational data and ocean state reanalysis model data is used
to investigate the variability. It is hypothesized that the low-frequency variability in the
strength of eddy activity is connected to variations in the strength of baroclinic instabilities.
By using an idealized, theoretical model formulation, variability in the strength of baroclinic
instabilities is investigated in relation to two key parameters: vertical zonal velocity shear
and vertical stratification. These results are then used to attribute the relative importance
of each of these parameters to observed eddy variability. Lastly, changes in these parameters
are connected to changes in temperature and salinity fields in the STCC region.

In Chapter 3, the framework established in Chapter 2 is expanded to look at the dynam-
ical links to larger scale, regional ocean variability. The same theoretical model framework
is used to explore the driving factors of mesoscale eddy variability in the STCC. In Chapter
3, this analysis is taken a step further, and investigates the driving forces which alter
the state of the ocean, and in turn, alter the strength of baroclinic instability in the
STCC. Chapter 3 applies temperature and salinity budgets to data from a dynamically
and thermodynamically consistent ocean state model to understand the influence of various
drivers of ocean variability, such as net heat flux, freshwater fluxes, wind-driven circulation,
and advective and diffusive fluxes.

Chapter 4 steps back from looking at eddy variability directly, and will instead focus on
one of the impacts of eddies. Specifically, the impact of eddies on near-surface chlorophyll will
be investigated. The STCC region is in a highly oligotrophic part of the South Pacific gyre,
and as such, it is expected that the observed near-surface chlorophyll anomalies associated
with eddies would be consistent with such a region, in which deep mixed layers in anticyclones
are able to access a deeper nutrient pool, leading to increased productivity, and positive
chlorophyll anomalies. However, prior work found a weakly correlated signal, in contrast to
other regions of the global oceans with similar characteristics. This work will investigate why
the eddy-chlorophyll patterns differ by looking at spatial and seasonal variability across the
STCC band. By using an eddy-centric approach, in which individual eddies are identified

and tracked, chlorophyll anomalies associated with these eddies can be measured.



CHAPTER 2
DECADAL VARIABILITY IN THE SOUTH PACIFIC
SUBTROPICAL COUNTERCURRENT AND
REGIONAL MESOSCALE EDDY ACTIVITY

This work also appears as: Travis, S. and B. Qiu, 2017: Decadal Variability in the
South Pacific Subtropical Countercurrent and Regional Mesoscale Eddy Activity. J. Phys.
Oceanogr., 47, 499-512, https://doi.org/10.1175/JPO-D-16-0217.1

Abstract

Decadal variability of eddy activity in the western, subtropical South Pacific is examined
using the past two decades of satellite altimetry data. Between 21°5S-29°S, there is a band of
heightened eddy activity. In this region, the eastward South Pacific Subtropical Countercur-
rent (STCC) overlays the westward South Equatorial Current (SEC). This vertically sheared
STCC-SEC system is subject to baroclinic instabilities. By using the European Centre
for Medium Weather Forecasts (ECMWF) ocean reanalysis data (ORAS4) and verified by
gridded Argo float data, low-frequency variations in the state of the ocean in this region
are investigated. It is found that the low-frequency changes in the shearing and stratifica-
tion of the STCC-SEC region simultaneously work to modulate the strength of baroclinic
instabilities, as measured through the baroclinic growth rate. These changes in the strength
of the instabilities consequently affect the observed eddy activity. Using a linearization of
the baroclinic growth rate, the contribution to the variability from the changes in shearing
is found to be roughly twice as large as those from changes in stratification. Additionally,
changes in the temperature and salinity fields are both found to have significant impacts
on the low-frequency variability of shearing and stratification, for which salinity changes
are responsible for 50-75% of the variability as caused by temperature changes. However,
the changes in all these parameters do not occur concurrently, and can alternately work to

negate or augment each other.



2.1 Introduction

The South Pacific Subtropical Countercurrent (STCC) is an eastward moving current, man-
ifesting as a band starting to the north of New Zealand and extending into the open
South Pacific. First identified as the "South Tropical Countercurrent" (Merle et al. 1969),
additional studies have also attributed the flow in this region as a shallow component of the
northern edge of the eastward subtropical gyre circulation (e.g., Wyrtki 1975; Tsuchiya 1982).
This broadly shallow current, hereafter referred to as the STCC, manifests from a vertical
spreading of isopycnals, creating a reversal of the westward shearing of the South Equatorial
Current (SEC) at depth to an eastward shearing in the upper ocean (Reid 1986; De Szoeke
R. A. 1987; Qu and Lindstrom 2002). While the current is relatively weak as compared to
other currents in the region, such as the East Australia Current, it is nonetheless a region of
heightened eddy activity, as seen in the red box in Fig. 2.1a. Previous studies have explored
the source of the heightened eddy activity found in the region as being caused by baroclinic

instabilities (Qiu and Chen 2004).
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Figure 2.1: Left column: Mean state of the South Pacific. The STCC region is outlined by
the red box. Right column: Area-averaged signals of the STCC region. The low-pass signal
(<1 yr!') is given in the solid red line. Top: EKE cm? s72. Middle: Shearing (¢cm s™').
Bottom: Stratification (kg m™?)

Qiu and Chen explored the seasonal variation of the eddy kinetic energy (EKE) in this
region. They found that variations in the strength of baroclinic instabilities, as calculated
through the baroclinic growth rate, were the most likely cause for the seasonality of the

EKE, and emphasized the seasonal change in the zonal shearing between the STCC and the



SEC as the primary factor of the seasonal variability in baroclinic growth rates. Perhaps
unsurprisingly, variations in the observed EKE patterns likely depend strongly upon the
state of the STCC and the SEC. Qiu and Chen (2006) and Roemmich et al. (2007) observed
a decadal spin-up of the South Pacific Subtropical Gyre, and attributed the spin-up to an
increased wind stress curl over the larger ocean basin during the 1990’s. More recently,
Zhang and Qu (2015) found that the gyre spin-up has continued through the study period
to 2013, causing an increase in SEC transport by 20%-30%. This spin-up has a number
of possible consequences for the STCC-SEC region. In addition to the changes in shearing
caused by increased transport, the redistribution of water characteristics could affect the
stratification in the region. For example, Schneider et al. (2007) found that the spin-up
of the gyre freshens and cools the eastern South Pacific, while also showing a significant
warming trend in the western South Pacific. Additionally, Sasaki et al. (2008) found that
the basin-scale spin-up causes changes in the eddy activity in the Tasman front, focusing
on the area just to the southwest of the STCC-SEC region. These broad patterns affecting
South Pacific Subtropical Gyre circulation could manifest in the STCC-SEC region, altering
the state of the ocean, and leading to enhanced eddy activity.

An increasingly long record of observations in the region allows us to improve our
understanding of the basic state of the STCC-SEC region and the slow, decadal variability
from this mean state. This paper works to expand upon those previous findings by providing
a detailed description of the basic state of the ocean which promotes eddy activity, then
proceeds to describe longer term, decadal variations in the EKE signal, and within the
STCC-SEC itself (see Fig. 2.1). Following the work by Qiu and Chen (2004), using
an idealized model of the region as a 2 1/2-layer, baroclinic system, the strength of the
instabilities can be simply parameterized. Variations in the strength of the instabilities
should cause similar variations in the strength of the eddies, as measured through eddy
kinetic energy (EKE). The variability of shearing and stratification in the region can be
measured, and used to calculate fluctuations in the strength of baroclinic instabilities, as

given through the baroclinic growth rate. Additionally, efforts are made to quantify the



amount of variation which can be attributed to the shearing and stratification parameters,

and the relative influence on these of temperature versus salinity signals.

2.2 Data sets

The AVISO merged satellite, 1/4° x 1/4° gridded, daily-mean product is a source of more
than 20 years of data for sea surface height (Ducet et al. 2000). Covering the time frame from
1993 to present, this data set can be used to examine a number of oceanographic features.
Apart from measuring changes in the absolute sea surface height, sea surface height anomalies
can also be used to calculate anomalous geostrophic velocities, and in turn quantify the EKE
in the STCC region.

Depth profiles of horizontal velocities, temperature, and salinity data from the European
Centre for Medium-Range Weather Forecasts (ECMWLE) Ocean Reanalysis (ORAS4) are
used (Balmaseda et al. 2013). The data product provides a 1° x 1° gridded, monthly mean
data product, running from 1957 to present. This provides a data record which covers the
entirety of the AVISO satellite altimetry data set, and our subsequent EKE calculations.
For verification of the product, additional data is taken from Argo profiling floats, using the
MOAA-GPV data set, as compiled by Hosoda et al. (2008). The MOAA-GPYV data product
provides a 1° x 1° gridded, monthly mean data product of profiles of temperature and
salinity. These profiles extend down to 2000 m depth. By assuming a thermal wind balance,
these profiles can be used to calculate the vertical shearing of the horizontal ocean currents.
Argo floats have provided observational subsurface information since 2001. Starting in 2004,
there begins to be sufficient Argo float coverage in the South Pacific for relatively good
measurements of the ocean state and it’s variability. This data will be used for comparison
against the ECMWF ORAS4 data. It should be noted that as the ORAS4 utilizes Argo data
in its reanalysis, it is not a fully independent data set, and as such, the comparison between

the data sets cannot be used to fully corroborate the findings before 2004.
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Figure 2.2: Time series of (a) the averaged shearing and (b) stratification in the Argo and
ECMWTF data sets. Averaged vertical profiles of (¢) zonal current and (d) density.



As shown in Fig. 2.2, the averaged signal of shearing is very similar in the Argo and
ECMWF data sets. This is also true of the averaged stratification signal. Here, u; and u, are
defined as the depth-averaged zonal velocity of the upper 200 m of the ocean and between
200-600 m, respectively. Likewise, p; and py are the depth-averaged density of each layer.
The area-averaged time signal is able to capture the low frequency (<1 yr~!) variability, as
well as a large amount of the seasonal variability. Generally, the Argo data shows a slightly
less sheared and a slightly more stratified system. Both of these factors would contribute
to make the system less baroclinically unstable in the Argo data. In addition to the time
variability signals, the vertical profiles are also very similar. The only level at which there
is any discrepancy of note is at the very surface of the profile of zonal current. In these
profiles, the surface zonal currents in the Argo profile continue to strengthen the eastward
flow, whereas the ECMWF profile actually has a slightly more westward flow. This difference
can be understood from the lack of Ekman flows in the Argo-based calculations, resulting in
a slight overestimation of the near-surface zonal velocity in the Argo time series.

Figure 2.3 shows the low-pass filtered, meridionally averaged variability in the two data
sets. As in the time series and vertical profiles, there is high agreement between the two
data sets. In both the shearing and stratification, the Argo and ECMWF data exhibit the
same patterns of highs and lows, with only minor variations in exact location and timing.
The largest discrepancies between the two data sets come from the magnitude of some of the
changes. Generally, data from ECMWF has larger anomalies than that of the Argo data.
However, overall there is strong agreement between the data series, which gives confidence
that the ECMWEF data is capturing the dynamics of the region, and that this data can
be used to extend the data record over the full period spanning the AVISO altimetry data

record.
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2.3  Observations

The analyses are confined to the band of 165°E-130°W, 21°5-29°S, as indicated by the red
boxes in each of the maps in Fig. 2.1. This is the band of the highest eddy activity, and is
where the STCC and SEC have the strongest interactions. To explore changes in the region,
satellite altimetry data will be used to look at eddy activity, while ECMWF ORAS4 data is

used to examine depth profiles of velocity, density, temperature, and salinity.

2.3.1 EKE Observations

Satellite data reveals the elevated eddy activity across the STCC region. The STCC region

2 2

has an annual EKE cycle which averages +60/-50 ¢cm® s™2. The region has a mean EKE
greater than 150 cm? s~2 across most of the region, with the western region exceeding a mean
level of 200 cm? s72. (Fig. 2.1a,b) Among this band, there are particularly active regions
near 170° E, and 182°-187°E. These correspond to the sea mount ridges of the Norfolk Ridge
for the western band, and the Kermadec Ridge and Colville Ridge which surround the Lau

basin, for the eastern band. In these sites, the mean EKE can exceed 350 cm? s—2.
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Figure 2.4: Meridionally-averaged bands of low-pass (<1 yr~!) variation in the STCC. (a)
EKE (cm? s72). (b) Shear (cm s71). (c¢) Stratification (kg m™3).

For analysis, meridionally averaged bands of properties in the STCC-SEC region are
used to look at the spatial and temporal patterns. These properties are EKE, shearing,
stratification, temperature, and salinity. It is found that for the low-pass filtered signal (< 1
yr~1), the meridionally averaged signal shows high correlation with the signal at any point,
and is representative of the whole band. The low-pass filtered EKE values vary by nearly +
75 ¢cm? 572, which is comparable in magnitude to the seasonal variability (Fig. 2.4a). The
patterns show significant spatial variability. A rough description of the variability would first
break the region into an eastern and western half (east/west of 195°E). In these patterns,
the east experiences higher EKE from 1993-2001 and a short period between 2005-2008. In
the west, there is a short high-EKE period from 1993-1997 and from 2007-2012. It is these

13



long-term patterns that are hypothesized to be caused by changes in the strength of the
baroclinic instabilities. The spatial-temporal patterns of long term changes in the baroclinic
growth rate will need to exhibit similar patterns in order to verify the hypothesis that these

variations are the primary driver of changes in eddy activity.

2.3.2 Shearing

To first approximate the vertically-sheared STCC-SEC system, a 2 1/2-layer model is uti-
lized. The model is setup with a light, eastward-flowing top layer, a heavy, deeper, westward-
flowing layer, and a quiescent bottom layer. The depth of the upper layer is chosen as 200 m.
This is the mean depth of flow reversal, from which the currents switch from being eastward
to westward with increasing depth. For the lower layer, a mean depth of 600 m (400 m layer
thickness) is chosen, as this is the depth at which the mean shear changes from positive
(eastward) to negative (westward). As a test, ventilated thermocline theory (Luyten et al.
1983) is used to calculate the respective layer depths for a similarly layered ocean. Using
reference layer densities of p; = 1024.75 kg m™3, py = 1026.4 kg m~3, p3 = 1027.25 kg m 3,
and the mean wind stress curl field across the South Pacific, the layer thickness averaged in
the STCC region is found to be 200-250 m for the upper layer and approximately 400 m for
the lower layer. This corresponds quite well to our initial approximation of the two layer
thicknesses. Within each of the layers, the density and velocity is taken as the depth-averaged
value of the respective parameter.

Now using our representation of the STCC-SEC region, the shearing of the 2 1/2-layer
system can be represented by the velocity difference between the two layers. This is the
same representation of the shearing as used in section 2, where the shearing is defined as
U;-Us, and U; and U, are the depth-averaged zonal velocity of each respective layer. The
shearing experienced in the region depends upon the relative strengths of the STCC and the
SEC, which manifests as the underlying current below the STCC, and is a component of
the wind-driven South Pacific gyre circulation. For the mean state, the strongest shearing

occurs to the north, exceeding 3.5 cm s™! for much of the area. In the southern regions, the
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mean shearing is between 2.5-3.5 cm s™! (Fig. 2.1c,d).
As shown in Fig. 2.4b, the low-pass filtered shearing signal varies in excess of + 0.5 cm

s~1 for much of the region. This range, being greater than 1.0 cm s!

in strength, is on the
same order of magnitude as the seasonal cycle. Roughly speaking, the eastern half of the
region experiences highs from 1993-1999 and 2006-2012, while the western half experiences

a relatively minor high from 1998-2004, and a stronger high from 2008-2014.

2.3.3 Stratification

Just as with the shearing in the STCC-SEC region, the stratification can be simply described
as the density difference between the two layers. This is given by ps-p;, where p; and p, are
the depth-averaged densities of the respective layers. The mean density difference between
the two layers is 1.5 kg m™3, exceeding 1.8 kg m~3 to the north, and as low as 1 kg m~3
to the south. (Fig. 2.1e,f) There is a very strong seasonal cycle in the stratification. The
majority of this seasonal cycle can be accounted for through the warming and cooling of the
upper waters as the seasons change. This seasonal cycle has a range of 0.4-0.5 kg m~3.
Low-frequency variation has mostly led to an increased level of stratification over the
last 22 years (see Fig. 2.4c). This is accounted for primarily through the lightening of the
upper waters. The average stratification has increased by roughly 0.15 kg m ™3 over this time
period, equaling 30% of the seasonal variation, and greater than a 10% increase of the mean
state. The fluctuations in stratification can exceed £0.1 kg m~3 over the whole time range.
The majority of this variability occurs, again, in the upper layer. While there is some slight
variability in the deeper layer, it has maximum departures from the mean state of 0.05 kg
m~3, roughly a third of the total change. To understand the primary drivers of the changes

in the stratification, looking at changes in the upper layer will provide the greatest insight.

2.3.4 Change in the state of the STCC

By focusing our analysis on the changing state of the upper layer, through temperature and

salinity fluctuations, we are able to discover more about the driving forces in the region.
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Stratification variability is directly explored through the changing of the upper layer density,
using a linearized state equation for density of p = py — ar(T — Tp) + Bs(S — Sp), where
T and S are the depth averaged temperature and salinity of the upper layer, ar and g
are thermal expansion and haline contraction coefficients, respectively, and py is the mean
density of the upper layer. Shear variability is explored, using a similar state equation while
also applying a thermal wind balance and integrating through the layer. In this case, the
upper layer zonal velocity is given by U = Uy + %( — T TO + Bs A5~ SO)) where Uy is

the mean zonal velocity of the upper layer, and H, is the layer thickness of the upper layer.
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Figure 2.5: The upper row has meridionally-averaged bands of salinity and temperature
variations. The lower row has meridionally-averaged bands of density anomalies, caused
by varying salinity and temperature variations. (a) Low-pass salinity (psu). (b) Low-pass
temperature (°C). (¢) Low-pass density with varying salinity and fixed temperature (kg m=3).
(d) Low-pass density with varying temperature and fixed salinity (kg m—3).
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Temperature fluctuations are the dominant factor in the seasonality of density fluctua-
tions. When holding salinity constant, temperature fluctuations can cause a change of 0.5
kg m~3 in the upper layer of the ocean. The low-frequency change in temperature shows
a region-wide warming (Fig. 2.5a). From 1993 to 2013, there is roughly a 0.5° C increase
in the upper layer temperature, which is more than double the rate of the globally average
sea surface temperature rise of 0.11°C per decade for the upper 75 m, (IPCC 2013). This
high warming causes a decrease in layer density by 0.2-0.3 kg m~3, as can be seen in the
Fig. 2.5c. Density changes caused by temperature variability in the upper layer is highly
correlated, at a correlation of 0.83, to changes in the total layer density variability.

Figure 2.6a shows the anomalous meridional temperature gradients, with the resultant
zonal velocity anomalies caused by the density gradients shown in Fig. 2.6c. The zonal

! and is approximately equal in magnitude to the

velocity anomalies can exceed +0.5 cm s~
changes in the shearing in the STCC-SEC region. There is a high correlation of 0.84 between

the shearing and the temperature-induced zonal velocity anomalies.
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Figure 2.6: The upper row has meridionally-averaged bands of variations in the meridional
gradient of salinity and temperature. The lower row has meridionally-averaged bands of the
meridional density gradient anomalies, caused by varying salinity and temperature variations.
(a) Low-pass salinity gradient (psu m™!). (b) Low-pass temperature gradient (°C m™!). (c)
Low-pass velocity anomalies derived from varying salinity and fixed temperature (cm s™1).

(d) Low-pass velocity anomalies with varying temperature and fixed salinity (cm s™1).
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Seasonal salinity fluctuations are negligible when compared to the temperature fluctu-
ations. Seasonal fluctuations of only 0.02 psu are responsible for a 0.01 kg m—3 change in
density, which is only 2% of that caused by temperature fluctuations. This minute fluctuation
can largely be ignored. The low-frequency salinity fluctuations are significant, however. The
salinity varies by as much as 0.25 psu over the time period, as seen in Fig. 2.5b. This
results in density anomalies up to as much as 0.15 kg m~3, shown in Fig. 2.5d. While this is
comparably smaller than the fluctuations caused by temperature, it is roughly of 50-75% of
those temperature-caused density anomalies, and is not negligible. When compared to the
variations in the upper layer density, there is a modest correlation with the salinity-induced
density variability of 0.69.

The zonal velocity changes caused salinity variability is smaller. The changing salinity

field results in velocity changes of 4-0.25 cm s™*

, with some patchy areas which can exceed
+0.5 cm s7! (Fig. 2.6d). This is about 50% of the velocity changes caused by temperature
variability, and has a very low correlation of 0.04. The salinity-induced zonal velocity
changes are nearly entirely out of phase with those of the more dominant temperature-
induced changes.

There is previous work which has looked at changes in the salinity patterns across the
South Pacific. Zhang and Qu (2014) explored a freshening of South Pacific Tropical Water
(SPTW), which has a salinity maximum to the northeast of the STCC-SEC region of high
eddy activity. They found a poleward shift of the salinity maximum, with sea surface
salinities (SSS) along the northern section of the formation region being advected by the
SEC. They also note a strong correlation of SSS to the Pacific Decadal Oscillation. Schneider
et al. (2007) examined changes in the salinity fields due to the spin-up of the South Pacific
gyre, in which the increased circulation brings colder, fresher, sub-Antarctic waters further
north.

From these results, it can be said that temperature fluctuations are the major driver of
variability in the state of the STCC-SEC region. Changes in the shearing and stratification

induced by temperature variability are generally about twice as large as those caused by
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salinity variability. However, the salinity variability is not negligible. Changes induced by
salinity variability largely work to modulate those of temperature variability, and negate
some of the largest temperature-induced fluctuations. In rare cases, the two parameters
can work in phase with each other, and cause some of the greatest variability in shear
and stratification. An example of this can be seen in the shear signal the middle of the
STCC-SEC region, between 2002 and 2005 (see Fig. 2.6¢, Fig. 2.6d, and Fig. 2.4b). Both
the temperature and salinity variability cause negative zonal velocity anomalies, albeit of
different magnitudes, and together create the weakest shearing across the STCC-SEC region

over the time record.

2.4 Baroclinic instability growth rates

If the eddy activity in the region is the result of baroclinic instabilities, then calculating
and analyzing shifts in how unstable the system is should correspond well to the shifts in
the eddy activity. In understanding the baroclinic instability growth rate, the instability
criterion given below tells us that the shearing of the layers must exceed the baroclinic
Rossby wave speed plus a scaled advection by the lower layer. The criterion can be derived

by following the same process as Qiu (1999):

(Pz - pl)gH2
P15

where v = Zi:g;, [p1, p2, p3] = the density of their respective layers, g = the gravitational

U, —U; > B+ 72U (2.1)

constant, Hy = the mean lower layer thickness, fy = the Coriolis parameter at a reference
latitude (in this case 25°S), and = g—f; = the beta-parameter at the reference latitude. For
derivations, see Eq. 16 in Qiu (1999).

From Eq. 2.1, we can tell that the shearing and the stratification are important pa-
rameters. Measuring the strength of baroclinic instabilities is done by calculating the peak
baroclinic instability growth rate. As the degree of instability is a nonlinear process, it is

expected that proportional changes in shearing or stratification do not necessarily result in
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proportional changes in the baroclinic growth rate. In Fig. 2.7a, the baroclinic growth rate
for a range of shearing and stratification scenarios is shown, where the red box indicates the
average seasonal range of shearing and stratification for all areas in the STCC-SEC region,
while the green line indicates the area-averaged seasonal cycle. As shearing increases, so
does the baroclinic growth rate. Conversely, decreasing stratification leads to an increase in

the baroclinic growth rates.
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Figure 2.7: Baroclinic instability growth rates over a range of shearing and stratification
states. In all plots, the red box indicates the range of average seasonal values across
the region. The green line indicates the area-averaged seasonal cycle of shearing and
stratification. (a) Baroclinic growth rates. (b) The percent error in a linearized baroclinic
growth rate, using a Taylor series expansion. The reference levels are o — 10.1x1072 day !
U, = 3.1 cm 57} and p,o = 1.45 kg m~3. (c) Relative change in baroclinic growth with

respect to stratificiation. (d) Relative change in baroclinic growth with respect to shearing.
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While the peak baroclinic growth rate is a non-linear calculation, it is possible to linearize
the growth rate around some reference state. By doing this, we are able to tease out the
relative importance of the shearing and stratification in affecting the strength of the baroclinic
instability. Assuming that changes in the baroclinic growth rate are locally linear at some
reference level, after using a Taylor expansion, the baroclinic growth rate can be given by

the following equation.

o =00[1+alp. — ps0) +Y(U. — Us)] (2.2)

In Eq. 2.2, U, = the shear, or velocity difference between the layers, p, = the stratifica-
tion, or density difference between the layers, ¢ = the baroclinic growth rate, and U, p.o,
and oy = the reference level for the respective terms. « and ~ are parameters determined by

the local derivative of the baroclinic growth rate at the reference levels, scaled by the reference

baroclinic growth rate. They are calculated as o = (68[‘]: |p.0)/00 and v = (g—;|Uzo)/ag. The

mean state, spatially and temporally, was used for the reference levels. For the STCC-SEC

1

region, the mean state is U,g — 3.1 ¢cm s7%, and p,o — 1.45 kg m~3, giving a reference

baroclinic growth rate of oy = 0.0101 day .

Figures 2.7c and 2.7d show the linear rate of change, proportional to the reference
baroclinic growth rate oy, for changing stratification and shearing (i.e. a and ), respectively.
Fig. 2.7c gives estimates of possible values of «, the stratification parameter. Within the
range of variation across the STCC-SEC region, as indicated in the red box, o has a typical
value of -0.9. Similarly, in Fig. 2.7d, the shearing parameter v has typical values of 0.35.
These reference parameters will be used in the following section. Figure 2.7b shows the
percent error of the linearized growth rate, as given by Eq. 2.2, away from the original,
nonlinear growth rate. As can be seen in Fig. 2.7b, the error is within +2.5% for most
possible STCC-SEC ocean states, and only exceeds £5% in the most extreme states of
high (low) shearing and low (high) stratification combinations. This low level of error gives

confidence that this linearization of the baroclinic growth rate can be used to simplify the

non-linear calculation, and to give estimates of the relative importance of each parameter.
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By using the linearization parameters, and the range of variability for the shear and
stratification, we can estimate how much the baroclinic growth rate will change. Based
upon fluctuations in shear of £0.5 cm s~! and a shearing parameter v = 0.35, we can expect
changes in the growth rate of 1.77 x 1073 day~!, or 17.5% percent of the reference baroclinic
growth rate. Stratification fluctuations of £0.1 kg m™2 and a stratification parameter o —
-0.9 indicates that the baroclinic growth rate would vary by F0.91 x 1073 day !, or 9% of
the reference baroclinic growth rate. If the variation by the two parameters are assumed to
be in phase and positively correlated, it can be expected that maximum possible variability
in the baroclinic growth rate would be 2.68 x 1073 day !, or 26.5% of the reference growth
rate. In the case of this maximum total variability, 66% would be caused by variations in
shear and 34% would be caused by variations in stratification. However, the variations do

not necessarily occur in phase with each other.
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Figure 2.8: Meridionally-averaged bands of baroclinic instability growth rates. The upper
row shows the baroclinic growth rate variability, assuming holding a parameter constant. (a)
Assuming fixed stratification, and allowing shearing to vary. (b) Assuming fixed shearing,
and allowing stratification to vary. (c) Fully non-linear baroclinic growth rates. (d)

Baroclinic growth rates, using the linearized growth rate.
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When the variations by each parameter are taken as a fraction of the total variability,
we find that they contribute in significantly different proportions. Figure 2.8 shows the
baroclinic growth anomalies as caused individually by the shear (Fig. 2.8a) and stratification
(Fig. 2.8b) parameters. In the early part of the data record, from 1994-1999, both the
shear and stratification are contributing to create a particularly high baroclinic growth rate
anomalies. In the middle of the record, from 2000-2006, the shearing is particularly wea