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ABSTRACT

Mesoscale eddies are important contributors to ocean circulation, and are ubiquitous

throughout the world's oceans. They are capable of transporting heat, salinity, nutrients,

and phytoplankton, and are important in the transfer of energy between di�erent scales. In

the South Paci�c the Subtropical Counter-current is a region of heightened eddy activity

which has been little studied. The South Paci�c Subtropical Counter-current (STCC) is an

eastward �owing current which overlays the westward South Equatorial Current (SEC). This

vertically sheared STCC-SEC system is subject to baroclinic instabilities, which gives rise

to mesoscale eddies.

Decadal variability of eddy activity in the western, subtropical South Paci�c is examined

using the past two decades of satellite altimetry data. By using ocean reanalysis data,

low-frequency variations in the state of the ocean in this region are investigated. It is

found that the low-frequency changes in shear and strati�cation simultaneously work to

modulate the strength of baroclinic instabilities. These changes in the strength of the

instabilities consequently a�ect the observed eddy activity. Using a linearization of the

baroclinic growth rate, the contribution to the variability from the changes in shearing is

found to be roughly twice as large as those from changes in strati�cation. Additionally,

changes in the temperature and salinity �elds are both found to have signi�cant impacts

on the low-frequency variability of shearing and strati�cation, for which salinity changes

are responsible for 50-75% of the variability as caused by temperature changes. However,

the changes in all these parameters do not occur concurrently, and can alternately work to

negate or augment each other.

By furthering the investigation of this system to look at the driving mechanisms leading

to changes in the shear and strati�cation, larger drivers of overall eddy activity can be iden-

ti�ed. The Estimating the Circulation and Climate of the Ocean, phase II (ECCO2) ocean

state model is used to perform budget analyses to identify to most important mechanisms

altering the temperature and salinity �elds in the STCC, and subsequently, the shear and
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strati�cation. These budgets can then be related back to the linearized baroclinic growth

rate to look at the impact of individual drivers on eddy activity. Variability in advective �ux

convergence is found to be the most consequential driver, for both shear and strati�cation,

while direct atmospheric surface forcing through net heat �ux and moisture �uxes are of

approximately equal importance. Atmospheric forcings are additionally found to be related

to the Interdecadal Paci�c Oscillation through changes in the location and strength of the

South Paci�c Convergence Zone.

Mesoscale eddies have been shown to have signi�cant e�ects on biogeochemical cycles,

as observed in local levels of near-surface chlorophyll. In the South Paci�c Subtropical

Counter-current, however, an inconsistent chlorophyll anomaly response and a low correlation

to the presence of eddies challenges simple explanation of the mechanisms at play. Using

Glob-Colour ocean color data and Aviso altimetry data, an investigation of the area found

that a seasonal reversal occurs in the character of the chlorophyll anomaly within eddies

(reversal from positive to negative, and vice versa). The cause of this reversal is inferred

to be a seasonally-changing limiting factor within the region. Argo �oat pro�les co-located

inside and outside of eddies are used to show the coincidence of chlorophyll anomalies with

seasonally changing mixed layer depths and the ability of the eddies to access deep nutrient

pools. Observations of other mechanisms, such as eddy stirring or eddy-Ekman pumping, are

found to be seasonally less important than the mixed layer depth change induced nutrient

�ux. Additionally, metrics are developed to globally identify oceanic regions in which such

seasonal reversals in chlorophyll anomalies could occur.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

Mesoscale eddy activity is a major component of kinetic energy in the ocean and the energy

cycle of the eddies is important to understanding ocean dynamics. With scales of 10-100s

of kilometers, mesoscale eddies lie at the transition between the large and the small. At

the large scale, such as ocean gyre circulation, mean ocean patterns and gradients are

set-up, and provide the background state for the generation of eddies. At the smaller

scale, the transition to the submesoscale �nds motions in which geostrophic assumptions are

increasingly questionable. As such, mesoscale eddies, which lie between these scales, are an

important component in understanding energy pathways in the ocean, and an understanding

of the mechanisms which impact eddy activity is crucial.

Mesoscale eddies can impact and alter the ocean in a variety of ways. Eddies are

important pathways for the transport of salt and heat (Chaigneau et al. 2011; Melnichenko

et al. 2017; Qiu and Chen 2005; Zhang et al. 2014). Eddies have also been shown to alter the

spatial and temporal evolution patterns of mixed layers (Gaube et al. 2019). More recently,

interest has grown in the impact of eddies on biological and geochemical parameters, and

the cycling of these. Near-surface chlorophyll anomalies can be identi�ed within eddies, and

provide the opportunity for biological hot spots (Gaube et al. 2013; McGillicuddy 2016).

Globally, the many ways in which these mechanisms manifest is just beginning to be known.

In the South Paci�c, the Subtropical Counter-current (STCC) is a region of heightened

eddy activity, and lies in a highly complex region of the ocean. The source of the eddy activity

in this region is not associated with any sort of boundary current or other strong, horizontally

sheared currents. Circulation patterns are controlled by gyre circulation and meridional

density gradients to create a highly sheared upper ocean. There is also a large number of

tall seamounts provide random localized �ow disturbances, while the Kermadec ridge, which
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stretches from New Zealand to New Caledonia, signi�cantly alters deep circulation patterns.

The eddying region of the STCC also stretches from more productive waters closer to coastal

regions, and spans into the highly oligotrophic South Paci�c gyre, which has some of the

lowest surface chlorophyll concentrations in the world. Additionally, eddy variability in the

South Paci�c has been much less studied when compared to other regions in the oceans,

such as the North Paci�c.

The eddy kinetic energy signal, as calculated from geostrophic surface velocity anomalies,

has been shown to exhibit a clear annual cycle, as well as variations on longer time scales

(> 1 year period oscillations). Previous work (Qiu and Chen 2004; Qiu et al. 2008) explored

baroclinic instability as a possible source of the eddy activity in the region. The goal of this

dissertation is to analyze this eddy activity from a number of perspectives: variations through

seasonal to decadal time scales, the dynamical causes of this variation, and the implications

of this eddy activity as seen in its in�uences on biomass. The increase in hydrographic

measurements in the region over the last two decades allow us to identify the dominant

factors a�ecting the strength of this possible instability, and to examine likely forcings on

the region which could a�ect these factors.

1.2 Structure of Dissertation

This dissertation is broken up into a number of chapters to highlight major themes and

foci of analysis. Beyond this introductory section (Chapter 1), the body of the dissertation

consists of three main chapters (Chapters 2-4), as well as a concluding section (Chapter

5). Each of the three main chapters will be presented as a full study, and will present

independent perspectives of di�erent aspects of mesoscale eddy activity in the South Paci�c

Subtropical Counter-current (STCC), and as such, each can be read independently. Any rel-

evant appendices or supplementary materials will be provided at the end of the dissertation.

Additionally, much of the relevant background literature is common among the chapters,

and a bibliography for all the material is provided at the end of the dissertation.

Chapter 2 begins the analysis of decadal variability of mesoscale eddy activity in the

2



STCC. A combination of observational data and ocean state reanalysis model data is used

to investigate the variability. It is hypothesized that the low-frequency variability in the

strength of eddy activity is connected to variations in the strength of baroclinic instabilities.

By using an idealized, theoretical model formulation, variability in the strength of baroclinic

instabilities is investigated in relation to two key parameters: vertical zonal velocity shear

and vertical strati�cation. These results are then used to attribute the relative importance

of each of these parameters to observed eddy variability. Lastly, changes in these parameters

are connected to changes in temperature and salinity �elds in the STCC region.

In Chapter 3, the framework established in Chapter 2 is expanded to look at the dynam-

ical links to larger scale, regional ocean variability. The same theoretical model framework

is used to explore the driving factors of mesoscale eddy variability in the STCC. In Chapter

3, this analysis is taken a step further, and investigates the driving forces which alter

the state of the ocean, and in turn, alter the strength of baroclinic instability in the

STCC. Chapter 3 applies temperature and salinity budgets to data from a dynamically

and thermodynamically consistent ocean state model to understand the in�uence of various

drivers of ocean variability, such as net heat �ux, freshwater �uxes, wind-driven circulation,

and advective and di�usive �uxes.

Chapter 4 steps back from looking at eddy variability directly, and will instead focus on

one of the impacts of eddies. Speci�cally, the impact of eddies on near-surface chlorophyll will

be investigated. The STCC region is in a highly oligotrophic part of the South Paci�c gyre,

and as such, it is expected that the observed near-surface chlorophyll anomalies associated

with eddies would be consistent with such a region, in which deep mixed layers in anticyclones

are able to access a deeper nutrient pool, leading to increased productivity, and positive

chlorophyll anomalies. However, prior work found a weakly correlated signal, in contrast to

other regions of the global oceans with similar characteristics. This work will investigate why

the eddy-chlorophyll patterns di�er by looking at spatial and seasonal variability across the

STCC band. By using an eddy-centric approach, in which individual eddies are identi�ed

and tracked, chlorophyll anomalies associated with these eddies can be measured.
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CHAPTER 2

DECADAL VARIABILITY IN THE SOUTH PACIFIC

SUBTROPICAL COUNTERCURRENT AND

REGIONAL MESOSCALE EDDY ACTIVITY

This work also appears as: Travis, S. and B. Qiu, 2017: Decadal Variability in the

South Paci�c Subtropical Countercurrent and Regional Mesoscale Eddy Activity. J. Phys.

Oceanogr., 47, 499�512, https://doi.org/10.1175/JPO-D-16-0217.1

Abstract

Decadal variability of eddy activity in the western, subtropical South Paci�c is examined

using the past two decades of satellite altimetry data. Between 21◦S-29◦S, there is a band of

heightened eddy activity. In this region, the eastward South Paci�c Subtropical Countercur-

rent (STCC) overlays the westward South Equatorial Current (SEC). This vertically sheared

STCC-SEC system is subject to baroclinic instabilities. By using the European Centre

for Medium Weather Forecasts (ECMWF) ocean reanalysis data (ORAS4) and veri�ed by

gridded Argo �oat data, low-frequency variations in the state of the ocean in this region

are investigated. It is found that the low-frequency changes in the shearing and strati�ca-

tion of the STCC-SEC region simultaneously work to modulate the strength of baroclinic

instabilities, as measured through the baroclinic growth rate. These changes in the strength

of the instabilities consequently a�ect the observed eddy activity. Using a linearization of

the baroclinic growth rate, the contribution to the variability from the changes in shearing

is found to be roughly twice as large as those from changes in strati�cation. Additionally,

changes in the temperature and salinity �elds are both found to have signi�cant impacts

on the low-frequency variability of shearing and strati�cation, for which salinity changes

are responsible for 50-75% of the variability as caused by temperature changes. However,

the changes in all these parameters do not occur concurrently, and can alternately work to

negate or augment each other.
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2.1 Introduction

The South Paci�c Subtropical Countercurrent (STCC) is an eastward moving current, man-

ifesting as a band starting to the north of New Zealand and extending into the open

South Paci�c. First identi�ed as the "South Tropical Countercurrent" (Merle et al. 1969),

additional studies have also attributed the �ow in this region as a shallow component of the

northern edge of the eastward subtropical gyre circulation (e.g., Wyrtki 1975; Tsuchiya 1982).

This broadly shallow current, hereafter referred to as the STCC, manifests from a vertical

spreading of isopycnals, creating a reversal of the westward shearing of the South Equatorial

Current (SEC) at depth to an eastward shearing in the upper ocean (Reid 1986; De Szoeke

R. A. 1987; Qu and Lindstrom 2002). While the current is relatively weak as compared to

other currents in the region, such as the East Australia Current, it is nonetheless a region of

heightened eddy activity, as seen in the red box in Fig. 2.1a. Previous studies have explored

the source of the heightened eddy activity found in the region as being caused by baroclinic

instabilities (Qiu and Chen 2004).
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Figure 2.1: Left column: Mean state of the South Paci�c. The STCC region is outlined by

the red box. Right column: Area-averaged signals of the STCC region. The low-pass signal

(<1 yr−1) is given in the solid red line. Top: EKE cm2 s−2. Middle: Shearing (cm s−1).

Bottom: Strati�cation (kg m−3)

Qiu and Chen explored the seasonal variation of the eddy kinetic energy (EKE) in this

region. They found that variations in the strength of baroclinic instabilities, as calculated

through the baroclinic growth rate, were the most likely cause for the seasonality of the

EKE, and emphasized the seasonal change in the zonal shearing between the STCC and the
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SEC as the primary factor of the seasonal variability in baroclinic growth rates. Perhaps

unsurprisingly, variations in the observed EKE patterns likely depend strongly upon the

state of the STCC and the SEC. Qiu and Chen (2006) and Roemmich et al. (2007) observed

a decadal spin-up of the South Paci�c Subtropical Gyre, and attributed the spin-up to an

increased wind stress curl over the larger ocean basin during the 1990's. More recently,

Zhang and Qu (2015) found that the gyre spin-up has continued through the study period

to 2013, causing an increase in SEC transport by 20%-30%. This spin-up has a number

of possible consequences for the STCC-SEC region. In addition to the changes in shearing

caused by increased transport, the redistribution of water characteristics could a�ect the

strati�cation in the region. For example, Schneider et al. (2007) found that the spin-up

of the gyre freshens and cools the eastern South Paci�c, while also showing a signi�cant

warming trend in the western South Paci�c. Additionally, Sasaki et al. (2008) found that

the basin-scale spin-up causes changes in the eddy activity in the Tasman front, focusing

on the area just to the southwest of the STCC-SEC region. These broad patterns a�ecting

South Paci�c Subtropical Gyre circulation could manifest in the STCC-SEC region, altering

the state of the ocean, and leading to enhanced eddy activity.

An increasingly long record of observations in the region allows us to improve our

understanding of the basic state of the STCC-SEC region and the slow, decadal variability

from this mean state. This paper works to expand upon those previous �ndings by providing

a detailed description of the basic state of the ocean which promotes eddy activity, then

proceeds to describe longer term, decadal variations in the EKE signal, and within the

STCC-SEC itself (see Fig. 2.1). Following the work by Qiu and Chen (2004), using

an idealized model of the region as a 2 1/2-layer, baroclinic system, the strength of the

instabilities can be simply parameterized. Variations in the strength of the instabilities

should cause similar variations in the strength of the eddies, as measured through eddy

kinetic energy (EKE). The variability of shearing and strati�cation in the region can be

measured, and used to calculate �uctuations in the strength of baroclinic instabilities, as

given through the baroclinic growth rate. Additionally, e�orts are made to quantify the
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amount of variation which can be attributed to the shearing and strati�cation parameters,

and the relative in�uence on these of temperature versus salinity signals.

2.2 Data sets

The AVISO merged satellite, 1/4◦ x 1/4◦ gridded, daily-mean product is a source of more

than 20 years of data for sea surface height (Ducet et al. 2000). Covering the time frame from

1993 to present, this data set can be used to examine a number of oceanographic features.

Apart from measuring changes in the absolute sea surface height, sea surface height anomalies

can also be used to calculate anomalous geostrophic velocities, and in turn quantify the EKE

in the STCC region.

Depth pro�les of horizontal velocities, temperature, and salinity data from the European

Centre for Medium-Range Weather Forecasts (ECMWF) Ocean Reanalysis (ORAS4) are

used (Balmaseda et al. 2013). The data product provides a 1◦ x 1◦ gridded, monthly mean

data product, running from 1957 to present. This provides a data record which covers the

entirety of the AVISO satellite altimetry data set, and our subsequent EKE calculations.

For veri�cation of the product, additional data is taken from Argo pro�ling �oats, using the

MOAA-GPV data set, as compiled by Hosoda et al. (2008). The MOAA-GPV data product

provides a 1◦ x 1◦ gridded, monthly mean data product of pro�les of temperature and

salinity. These pro�les extend down to 2000 m depth. By assuming a thermal wind balance,

these pro�les can be used to calculate the vertical shearing of the horizontal ocean currents.

Argo �oats have provided observational subsurface information since 2001. Starting in 2004,

there begins to be su�cient Argo �oat coverage in the South Paci�c for relatively good

measurements of the ocean state and it's variability. This data will be used for comparison

against the ECMWF ORAS4 data. It should be noted that as the ORAS4 utilizes Argo data

in its reanalysis, it is not a fully independent data set, and as such, the comparison between

the data sets cannot be used to fully corroborate the �ndings before 2004.
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Figure 2.2: Time series of (a) the averaged shearing and (b) strati�cation in the Argo and

ECMWF data sets. Averaged vertical pro�les of (c) zonal current and (d) density.
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As shown in Fig. 2.2, the averaged signal of shearing is very similar in the Argo and

ECMWF data sets. This is also true of the averaged strati�cation signal. Here, u1 and u2 are

de�ned as the depth-averaged zonal velocity of the upper 200 m of the ocean and between

200-600 m, respectively. Likewise, ρ1 and ρ2 are the depth-averaged density of each layer.

The area-averaged time signal is able to capture the low frequency (<1 yr−1) variability, as

well as a large amount of the seasonal variability. Generally, the Argo data shows a slightly

less sheared and a slightly more strati�ed system. Both of these factors would contribute

to make the system less baroclinically unstable in the Argo data. In addition to the time

variability signals, the vertical pro�les are also very similar. The only level at which there

is any discrepancy of note is at the very surface of the pro�le of zonal current. In these

pro�les, the surface zonal currents in the Argo pro�le continue to strengthen the eastward

�ow, whereas the ECMWF pro�le actually has a slightly more westward �ow. This di�erence

can be understood from the lack of Ekman �ows in the Argo-based calculations, resulting in

a slight overestimation of the near-surface zonal velocity in the Argo time series.

Figure 2.3 shows the low-pass �ltered, meridionally averaged variability in the two data

sets. As in the time series and vertical pro�les, there is high agreement between the two

data sets. In both the shearing and strati�cation, the Argo and ECMWF data exhibit the

same patterns of highs and lows, with only minor variations in exact location and timing.

The largest discrepancies between the two data sets come from the magnitude of some of the

changes. Generally, data from ECMWF has larger anomalies than that of the Argo data.

However, overall there is strong agreement between the data series, which gives con�dence

that the ECMWF data is capturing the dynamics of the region, and that this data can

be used to extend the data record over the full period spanning the AVISO altimetry data

record.
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Figure 2.3: Meridionally-averaged low-pass bands of shearing and strati�cation in the Argo

and ECMWF data sets. (a) Argo shearing. (b) ECWMF shearing. (c) Argo strati�cation

(d) ECMWF strati�cation
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2.3 Observations

The analyses are con�ned to the band of 165◦E-130◦W, 21◦S-29◦S, as indicated by the red

boxes in each of the maps in Fig. 2.1. This is the band of the highest eddy activity, and is

where the STCC and SEC have the strongest interactions. To explore changes in the region,

satellite altimetry data will be used to look at eddy activity, while ECMWF ORAS4 data is

used to examine depth pro�les of velocity, density, temperature, and salinity.

2.3.1 EKE Observations

Satellite data reveals the elevated eddy activity across the STCC region. The STCC region

has an annual EKE cycle which averages +60/-50 cm2 s−2. The region has a mean EKE

greater than 150 cm2 s−2 across most of the region, with the western region exceeding a mean

level of 200 cm2 s−2. (Fig. 2.1a,b) Among this band, there are particularly active regions

near 170◦ E, and 182◦-187◦E. These correspond to the sea mount ridges of the Norfolk Ridge

for the western band, and the Kermadec Ridge and Colville Ridge which surround the Lau

basin, for the eastern band. In these sites, the mean EKE can exceed 350 cm2 s−2.
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Figure 2.4: Meridionally-averaged bands of low-pass (<1 yr−1) variation in the STCC. (a)

EKE (cm2 s−2). (b) Shear (cm s−1). (c) Strati�cation (kg m−3).

For analysis, meridionally averaged bands of properties in the STCC-SEC region are

used to look at the spatial and temporal patterns. These properties are EKE, shearing,

strati�cation, temperature, and salinity. It is found that for the low-pass �ltered signal (< 1

yr−1), the meridionally averaged signal shows high correlation with the signal at any point,

and is representative of the whole band. The low-pass �ltered EKE values vary by nearly ±

75 cm2 s−2, which is comparable in magnitude to the seasonal variability (Fig. 2.4a). The

patterns show signi�cant spatial variability. A rough description of the variability would �rst

break the region into an eastern and western half (east/west of 195◦E). In these patterns,

the east experiences higher EKE from 1993-2001 and a short period between 2005-2008. In

the west, there is a short high-EKE period from 1993-1997 and from 2007-2012. It is these
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long-term patterns that are hypothesized to be caused by changes in the strength of the

baroclinic instabilities. The spatial-temporal patterns of long term changes in the baroclinic

growth rate will need to exhibit similar patterns in order to verify the hypothesis that these

variations are the primary driver of changes in eddy activity.

2.3.2 Shearing

To �rst approximate the vertically-sheared STCC-SEC system, a 2 1/2-layer model is uti-

lized. The model is setup with a light, eastward-�owing top layer, a heavy, deeper, westward-

�owing layer, and a quiescent bottom layer. The depth of the upper layer is chosen as 200 m.

This is the mean depth of �ow reversal, from which the currents switch from being eastward

to westward with increasing depth. For the lower layer, a mean depth of 600 m (400 m layer

thickness) is chosen, as this is the depth at which the mean shear changes from positive

(eastward) to negative (westward). As a test, ventilated thermocline theory (Luyten et al.

1983) is used to calculate the respective layer depths for a similarly layered ocean. Using

reference layer densities of ρ1 = 1024.75 kg m−3, ρ2 = 1026.4 kg m−3, ρ3 = 1027.25 kg m−3,

and the mean wind stress curl �eld across the South Paci�c, the layer thickness averaged in

the STCC region is found to be 200-250 m for the upper layer and approximately 400 m for

the lower layer. This corresponds quite well to our initial approximation of the two layer

thicknesses. Within each of the layers, the density and velocity is taken as the depth-averaged

value of the respective parameter.

Now using our representation of the STCC-SEC region, the shearing of the 2 1/2-layer

system can be represented by the velocity di�erence between the two layers. This is the

same representation of the shearing as used in section 2, where the shearing is de�ned as

U1-U2, and U1 and U2 are the depth-averaged zonal velocity of each respective layer. The

shearing experienced in the region depends upon the relative strengths of the STCC and the

SEC, which manifests as the underlying current below the STCC, and is a component of

the wind-driven South Paci�c gyre circulation. For the mean state, the strongest shearing

occurs to the north, exceeding 3.5 cm s−1 for much of the area. In the southern regions, the

14



mean shearing is between 2.5-3.5 cm s−1 (Fig. 2.1c,d).

As shown in Fig. 2.4b, the low-pass �ltered shearing signal varies in excess of ± 0.5 cm

s−1 for much of the region. This range, being greater than 1.0 cm s−1 in strength, is on the

same order of magnitude as the seasonal cycle. Roughly speaking, the eastern half of the

region experiences highs from 1993-1999 and 2006-2012, while the western half experiences

a relatively minor high from 1998-2004, and a stronger high from 2008-2014.

2.3.3 Strati�cation

Just as with the shearing in the STCC-SEC region, the strati�cation can be simply described

as the density di�erence between the two layers. This is given by ρ2-ρ1, where ρ1 and ρ2 are

the depth-averaged densities of the respective layers. The mean density di�erence between

the two layers is 1.5 kg m−3, exceeding 1.8 kg m−3 to the north, and as low as 1 kg m−3

to the south. (Fig. 2.1e,f) There is a very strong seasonal cycle in the strati�cation. The

majority of this seasonal cycle can be accounted for through the warming and cooling of the

upper waters as the seasons change. This seasonal cycle has a range of 0.4-0.5 kg m−3.

Low-frequency variation has mostly led to an increased level of strati�cation over the

last 22 years (see Fig. 2.4c). This is accounted for primarily through the lightening of the

upper waters. The average strati�cation has increased by roughly 0.15 kg m−3 over this time

period, equaling 30% of the seasonal variation, and greater than a 10% increase of the mean

state. The �uctuations in strati�cation can exceed ±0.1 kg m−3 over the whole time range.

The majority of this variability occurs, again, in the upper layer. While there is some slight

variability in the deeper layer, it has maximum departures from the mean state of 0.05 kg

m−3, roughly a third of the total change. To understand the primary drivers of the changes

in the strati�cation, looking at changes in the upper layer will provide the greatest insight.

2.3.4 Change in the state of the STCC

By focusing our analysis on the changing state of the upper layer, through temperature and

salinity �uctuations, we are able to discover more about the driving forces in the region.
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Strati�cation variability is directly explored through the changing of the upper layer density,

using a linearized state equation for density of ρ = ρ0 − αT (T − T0) + βS(S − S0), where

T and S are the depth averaged temperature and salinity of the upper layer, αT and βS

are thermal expansion and haline contraction coe�cients, respectively, and ρ0 is the mean

density of the upper layer. Shear variability is explored, using a similar state equation while

also applying a thermal wind balance and integrating through the layer. In this case, the

upper layer zonal velocity is given by U = U0 + gH1

ρ0f

(
− αT ∂(T−T0)∂y

+ βS
∂(S−S0)

∂y

)
, where U0 is

the mean zonal velocity of the upper layer, and H1 is the layer thickness of the upper layer.
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Figure 2.5: The upper row has meridionally-averaged bands of salinity and temperature

variations. The lower row has meridionally-averaged bands of density anomalies, caused

by varying salinity and temperature variations. (a) Low-pass salinity (psu). (b) Low-pass

temperature (◦C). (c) Low-pass density with varying salinity and �xed temperature (kg m−3).

(d) Low-pass density with varying temperature and �xed salinity (kg m−3).

17



Temperature �uctuations are the dominant factor in the seasonality of density �uctua-

tions. When holding salinity constant, temperature �uctuations can cause a change of 0.5

kg m−3 in the upper layer of the ocean. The low-frequency change in temperature shows

a region-wide warming (Fig. 2.5a). From 1993 to 2013, there is roughly a 0.5◦ C increase

in the upper layer temperature, which is more than double the rate of the globally average

sea surface temperature rise of 0.11◦C per decade for the upper 75 m, (IPCC 2013). This

high warming causes a decrease in layer density by 0.2-0.3 kg m−3, as can be seen in the

Fig. 2.5c. Density changes caused by temperature variability in the upper layer is highly

correlated, at a correlation of 0.83, to changes in the total layer density variability.

Figure 2.6a shows the anomalous meridional temperature gradients, with the resultant

zonal velocity anomalies caused by the density gradients shown in Fig. 2.6c. The zonal

velocity anomalies can exceed ±0.5 cm s−1, and is approximately equal in magnitude to the

changes in the shearing in the STCC-SEC region. There is a high correlation of 0.84 between

the shearing and the temperature-induced zonal velocity anomalies.
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Figure 2.6: The upper row has meridionally-averaged bands of variations in the meridional

gradient of salinity and temperature. The lower row has meridionally-averaged bands of the

meridional density gradient anomalies, caused by varying salinity and temperature variations.

(a) Low-pass salinity gradient (psu m−1). (b) Low-pass temperature gradient (◦C m−1). (c)

Low-pass velocity anomalies derived from varying salinity and �xed temperature (cm s−1).

(d) Low-pass velocity anomalies with varying temperature and �xed salinity (cm s−1).
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Seasonal salinity �uctuations are negligible when compared to the temperature �uctu-

ations. Seasonal �uctuations of only 0.02 psu are responsible for a 0.01 kg m−3 change in

density, which is only 2% of that caused by temperature �uctuations. This minute �uctuation

can largely be ignored. The low-frequency salinity �uctuations are signi�cant, however. The

salinity varies by as much as 0.25 psu over the time period, as seen in Fig. 2.5b. This

results in density anomalies up to as much as 0.15 kg m−3, shown in Fig. 2.5d. While this is

comparably smaller than the �uctuations caused by temperature, it is roughly of 50-75% of

those temperature-caused density anomalies, and is not negligible. When compared to the

variations in the upper layer density, there is a modest correlation with the salinity-induced

density variability of 0.69.

The zonal velocity changes caused salinity variability is smaller. The changing salinity

�eld results in velocity changes of ±0.25 cm s−1, with some patchy areas which can exceed

±0.5 cm s−1 (Fig. 2.6d). This is about 50% of the velocity changes caused by temperature

variability, and has a very low correlation of 0.04. The salinity-induced zonal velocity

changes are nearly entirely out of phase with those of the more dominant temperature-

induced changes.

There is previous work which has looked at changes in the salinity patterns across the

South Paci�c. Zhang and Qu (2014) explored a freshening of South Paci�c Tropical Water

(SPTW), which has a salinity maximum to the northeast of the STCC-SEC region of high

eddy activity. They found a poleward shift of the salinity maximum, with sea surface

salinities (SSS) along the northern section of the formation region being advected by the

SEC. They also note a strong correlation of SSS to the Paci�c Decadal Oscillation. Schneider

et al. (2007) examined changes in the salinity �elds due to the spin-up of the South Paci�c

gyre, in which the increased circulation brings colder, fresher, sub-Antarctic waters further

north.

From these results, it can be said that temperature �uctuations are the major driver of

variability in the state of the STCC-SEC region. Changes in the shearing and strati�cation

induced by temperature variability are generally about twice as large as those caused by
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salinity variability. However, the salinity variability is not negligible. Changes induced by

salinity variability largely work to modulate those of temperature variability, and negate

some of the largest temperature-induced �uctuations. In rare cases, the two parameters

can work in phase with each other, and cause some of the greatest variability in shear

and strati�cation. An example of this can be seen in the shear signal the middle of the

STCC-SEC region, between 2002 and 2005 (see Fig. 2.6c, Fig. 2.6d, and Fig. 2.4b). Both

the temperature and salinity variability cause negative zonal velocity anomalies, albeit of

di�erent magnitudes, and together create the weakest shearing across the STCC-SEC region

over the time record.

2.4 Baroclinic instability growth rates

If the eddy activity in the region is the result of baroclinic instabilities, then calculating

and analyzing shifts in how unstable the system is should correspond well to the shifts in

the eddy activity. In understanding the baroclinic instability growth rate, the instability

criterion given below tells us that the shearing of the layers must exceed the baroclinic

Rossby wave speed plus a scaled advection by the lower layer. The criterion can be derived

by following the same process as Qiu (1999):

U1 − U2 >
(ρ2 − ρ1)gH2

ρ1f 2
0

β + γ2U2 (2.1)

where γ2 = ρ2−ρ1
ρ3−ρ2 , [ρ1, ρ2, ρ3] = the density of their respective layers, g = the gravitational

constant, H2 = the mean lower layer thickness, f0 = the Coriolis parameter at a reference

latitude (in this case 25◦S), and β = df
dy

= the beta-parameter at the reference latitude. For

derivations, see Eq. 16 in Qiu (1999).

From Eq. 2.1, we can tell that the shearing and the strati�cation are important pa-

rameters. Measuring the strength of baroclinic instabilities is done by calculating the peak

baroclinic instability growth rate. As the degree of instability is a nonlinear process, it is

expected that proportional changes in shearing or strati�cation do not necessarily result in
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proportional changes in the baroclinic growth rate. In Fig. 2.7a, the baroclinic growth rate

for a range of shearing and strati�cation scenarios is shown, where the red box indicates the

average seasonal range of shearing and strati�cation for all areas in the STCC-SEC region,

while the green line indicates the area-averaged seasonal cycle. As shearing increases, so

does the baroclinic growth rate. Conversely, decreasing strati�cation leads to an increase in

the baroclinic growth rates.
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Figure 2.7: Baroclinic instability growth rates over a range of shearing and strati�cation

states. In all plots, the red box indicates the range of average seasonal values across

the region. The green line indicates the area-averaged seasonal cycle of shearing and

strati�cation. (a) Baroclinic growth rates. (b) The percent error in a linearized baroclinic

growth rate, using a Taylor series expansion. The reference levels are σ0 = 10.1x10−3 day−1�

Uz0 = 3.1 cm s−1, and ρz0 = 1.45 kg m−3. (c) Relative change in baroclinic growth with

respect to strati�ciation. (d) Relative change in baroclinic growth with respect to shearing.
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While the peak baroclinic growth rate is a non-linear calculation, it is possible to linearize

the growth rate around some reference state. By doing this, we are able to tease out the

relative importance of the shearing and strati�cation in a�ecting the strength of the baroclinic

instability. Assuming that changes in the baroclinic growth rate are locally linear at some

reference level, after using a Taylor expansion, the baroclinic growth rate can be given by

the following equation.

σ = σ0
[
1 + α(ρz − ρz0) + γ(Uz − Uz0)

]
(2.2)

In Eq. 2.2, Uz = the shear, or velocity di�erence between the layers, ρz = the strati�ca-

tion, or density di�erence between the layers, σ = the baroclinic growth rate, and Uz0, ρz0,

and σ0 = the reference level for the respective terms. α and γ are parameters determined by

the local derivative of the baroclinic growth rate at the reference levels, scaled by the reference

baroclinic growth rate. They are calculated as α = ( ∂σ
∂Uz
|ρz0)/σ0 and γ = ( ∂σ

∂ρz
|Uz0)/σ0. The

mean state, spatially and temporally, was used for the reference levels. For the STCC-SEC

region, the mean state is Uz0 = 3.1 cm s−1, and ρz0 = 1.45 kg m−3, giving a reference

baroclinic growth rate of σ0 = 0.0101 day−1.

Figures 2.7c and 2.7d show the linear rate of change, proportional to the reference

baroclinic growth rate σ0, for changing strati�cation and shearing (i.e. α and γ), respectively.

Fig. 2.7c gives estimates of possible values of α, the strati�cation parameter. Within the

range of variation across the STCC-SEC region, as indicated in the red box, α has a typical

value of -0.9. Similarly, in Fig. 2.7d, the shearing parameter γ has typical values of 0.35.

These reference parameters will be used in the following section. Figure 2.7b shows the

percent error of the linearized growth rate, as given by Eq. 2.2, away from the original,

nonlinear growth rate. As can be seen in Fig. 2.7b, the error is within ±2.5% for most

possible STCC-SEC ocean states, and only exceeds ±5% in the most extreme states of

high (low) shearing and low (high) strati�cation combinations. This low level of error gives

con�dence that this linearization of the baroclinic growth rate can be used to simplify the

non-linear calculation, and to give estimates of the relative importance of each parameter.
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By using the linearization parameters, and the range of variability for the shear and

strati�cation, we can estimate how much the baroclinic growth rate will change. Based

upon �uctuations in shear of ±0.5 cm s−1 and a shearing parameter γ = 0.35, we can expect

changes in the growth rate of 1.77 x 10−3 day−1, or 17.5% percent of the reference baroclinic

growth rate. Strati�cation �uctuations of ±0.1 kg m−3 and a strati�cation parameter α =

-0.9 indicates that the baroclinic growth rate would vary by ∓0.91 x 10−3 day−1, or 9% of

the reference baroclinic growth rate. If the variation by the two parameters are assumed to

be in phase and positively correlated, it can be expected that maximum possible variability

in the baroclinic growth rate would be ±2.68 x 10−3 day−1, or 26.5% of the reference growth

rate. In the case of this maximum total variability, 66% would be caused by variations in

shear and 34% would be caused by variations in strati�cation. However, the variations do

not necessarily occur in phase with each other.
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Figure 2.8: Meridionally-averaged bands of baroclinic instability growth rates. The upper

row shows the baroclinic growth rate variability, assuming holding a parameter constant. (a)

Assuming �xed strati�cation, and allowing shearing to vary. (b) Assuming �xed shearing,

and allowing strati�cation to vary. (c) Fully non-linear baroclinic growth rates. (d)

Baroclinic growth rates, using the linearized growth rate.
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When the variations by each parameter are taken as a fraction of the total variability,

we �nd that they contribute in signi�cantly di�erent proportions. Figure 2.8 shows the

baroclinic growth anomalies as caused individually by the shear (Fig. 2.8a) and strati�cation

(Fig. 2.8b) parameters. In the early part of the data record, from 1994-1999, both the

shear and strati�cation are contributing to create a particularly high baroclinic growth rate

anomalies. In the middle of the record, from 2000-2006, the shearing is particularly weak,

whereas the strati�cation variability shows only slight departures from the mean state. The

weak shear state is the primary driver of the low baroclinic growth rates. Finally, during the

time period of 2007-2013, the two parameters are mostly working to counteract each other.

For a large portion of the region, there is high shearing, but also high strati�cation. During

this time, the shearing would cause a tendency toward particularly high growth rates, but the

strati�cation negates at least part of that variability, and the STCC-SEC region experiences

only slightly elevated growth rates.

When the linearized baroclinic growth rate is compared to the fully non-linear calculated

baroclinic growth rates, there is a high agreement, with a correlation of 0.86 (Figs. 2.8c

and 2.8d). Overall, the character of the two signals matches well, with the periods of highs

and lows in the linearized version corresponding to those in the non-linear version. The

magnitudes of variation in the linear growth rates are higher than in the non-linear growth

rates. The largest discrepancies occur in the central STCC-SEC region from approximately

180◦E-200◦E. As this region corresponds to some of the highest mean shear in the STCC-SEC

region, it would be a more signi�cant departure from the reference state used to linearize

the growth rate, and it would be expected that the linearization would overestimate these

growth rates.

The low-frequency variability of the baroclinic growth rate, as shown in Fig. 2.8c, and

the low-pass EKE signal, as shown in Fig. 2.4a show excellent agreement. There is relatively

high correlation of 0.66 between the two signals. The patterns of highs and lows are very

similar. In describing both the baroclinic growth rate and the eddy kinetic energy patterns,

it can be said that there is widely elevated signal from 1994-1999, followed by a depressed
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signal from 2000-2006. From 2007-2014, there is a rebound in the west, while the east has a

slight positive anomaly between 2005-2007 before returning to a negative period.

2.5 Summary and Discussion

Using more than two decades of satellite altimetry data, the low-frequency spatial-temporal

patterns of EKE variability are described. The combined use of ECMWF ORAS4 ocean

reanalysis data for an extended data record, and gridded Argo �oat data for veri�cation

purposes provides a record of the subsurface state of the ocean. This data is used to calculate

the theoretical strength of baroclinic instabilities in an idealized 2 1/2-layer system, which

are believed to be the cause of the eddy activity in the STCC-SEC region. Through the

linearization of the dominant parameters a�ecting the strength of the instabilities, it is

found that the changes in the shearing and strati�cation of the STCC-SEC system are both

signi�cant. In the range of maximum variability, the e�ect of changing shear would be

roughly twice as large as that of changing strati�cation.

Further examination of the state of the STCC-SEC region allows the relative e�ects of

changing temperature and salinity to be explored. The relative e�ect on changing strati�ca-

tion is seen directly through the change in density �elds. Changes in the shear are found by

using a thermal wind balance on the linearized state equation, and integrating through the

layer depth. When the parameters are compared, the contribution of salinity variability is

approximately 50%-75% of the temperature variability, for both the strati�cation and shear.

A number of papers have explored the variability in the South Paci�c caused by the

gyre spin-up. The increased wind stress curl over the larger ocean is found to have a clear

e�ect on sea level trends (Qiu and Chen 2006; Roemmich et al. 2007; Sasaki et al. 2008),

among others). Baroclinic Rossby wave adjustment to the changing basin-scale wind stress

curl is largely able to account for the observed sea surface height variability (Qiu and Chen

2006); however, the one region where these dynamics break down is in the STCC-SEC region.

Nevertheless, the decadal patterns of temperature variability agree well with the local sea

surface height variability, and exhibit features of Rossby wave propagation. In agreement
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with Chelton and Schlax (1996) and Wang et al. (1998), the observed propagation speed is

roughly 6.5 cm s−1, and exceeds that as predicted by linear theory. In further investigating

sea level trends in the region, Bowen et al. (2006) were able to �nd that a combination of

local wind and heat forcing are able to explain between 40% to 60% of the sea surface height

variability. However, a large portion of this variability remains unexplained. Eddy activity

could be a driver of this variability. Indeed, in the North Paci�c, it has been shown by Qiu

et al. (2015) that eddy activity can be a signi�cant driver of regional sea level variability. If

a similar dynamic exists in the South Paci�c, it is fair to expect the low-frequency variability

of eddy activity in the STCC-SEC region to impact the regional sea level change. Future

work will be needed to investigate this change.

Greatbatch et al. (2010) looked into the e�ect of eddy-driven transport in the Gulf

Stream region, and found that the eddy-momentum �uxes can be a signi�cant driver of

circulation. While the South Paci�c STCC would have a weaker forcing, it is possible that

the eddy activity in the STCC-SEC band has a similar e�ect on transport in the region. An

investigation of this circulation feature could help to explain the transports in the region,

and how they relate to the larger, wind-driven gyre circulation.

There are likely many connections to forcings from the atmosphere, with many varied ef-

fects. Kessler and Gourdeau (2007) found that linear wind forcing can explain annual thermo-

cline depth variability in the southwest interior South Paci�c through Rossby wave dynamics.

Additionally, local wind stress forcing can cause anomalous Ekman pumping/suction. Morris

et al. (1996) used this framework to explore the annual density variability, although Kessler

and Gourdeau (2007) note that this does not preclude the presence of Rossby waves. If

signi�cant, the decadal variability of the strength of this local forcing could be a factor in

the changing state of the waters of the STCC-SEC region. A number of papers (Martinez

et al. 2009; Montecinos and Pizarro 2005; Hill et al. 2011), among others) have looked at the

e�ect of large, basin-scale forcings and their impact on circulation and the state of the ocean

across the South Paci�c, and in some cases, their connection to various climate indices. For

example, Cai (2006) and Roemmich et al. (2007) examine the connection of the larger South
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Paci�c gyre spinup to the Southern Annual Mode (SAM), while Sasaki et al. (2008) explore

the connection to ENSO-like variability. Zilberman et al. (2014) looked into the e�ect of

the SAM on mid-latitude meridional transport, which could directly e�ect the STCC-SEC

region by advecting anomalous waters into the region. Additionally, the same indices could

have changes on local forcing. Zhang and Qu (2014) showed connections of sea surface

salinity variability to the shifting of the South Paci�c Convergence Zone (SPCZ) by altering

evaporation-precipitation patterns, and this connection to the Paci�c Decadal Oscillation

(PDO). The shifting of the SPCZ could have local forcing through changes in sea surface

salinity and temperature, and through local wind forcing (Ganachaud et al. 2014).

Lastly, further work is also needed to investigate the topographic in�uence on the region.

As noted in the introduction, within the STCC-SEC region, there are hot spots of eddy

activity which correspond well with topographic features such as the Kermadec Ridge. These

are also the regions in which there is weaker correspondence between variability in the eddy

activity and variability in the strength of baroclinic instabilities. The strong topographic

features, with some peaks extending to less than 500 meters below the surface, could have

steering e�ects of the circulation of the region. Additionally, these sites could be sources

of wave generation (Anderson and Killworth 1977) or even eddy disruption, dissipation, or

reorganization (Adcock and Marshall 2000; Dewar 2002). The connection of these direct

topographic in�uences, as well as the connections to larger atmospheric forcings, would give

greater insight into the character of these eddy activity variations and the role they play in

the larger South Paci�c oceanic variability.
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CHAPTER 3

DYNAMICAL FORCING OF EDDY ACTIVITY IN

THE SOUTH PACIFIC SUBTROPICAL

COUNTER-CURRENT

Abstract

Mesoscale eddy activity variability on interannual to decadal time scales in the South Paci�c

Sub-tropical Counter-current (STCC) is caused by changes in the strength of baroclinic

instabilities. Eddy activity, as observed through eddy kinetic energy (EKE), has been found

to be strongly correlated to the baroclinic growth rate, and has signi�cant longitudinal

variation. The baroclinic growth rate is set by variations in the magnitude of regional

strati�cation and vertical zonal velocity shear, which can be understood through spatial and

temporal changes in temperature and salinity. Temperature and salinity patterns in the

ocean can be driven by local heat and moisture �uxes and by the advection of temperature

and salinity gradients. It is expected that local changes, such as those caused by changes in

the South Paci�c Convergence Zone (SPCZ), would be a dominant driver of surface forcing,

whereas basin-scale wind pattern shifts could alter gyre circulation and the advection of

anomalous water properties into the region. This work will examine the relative importance

of each forcing term on the state of the ocean and subsequently, how these changes a�ect how

baroclinically unstable the region is. Through these connections, changes in eddy activity

in the STCC can be linked to changes in dynamical forcings. Lastly, connections of these

forcings to larger climatic patterns, such as the Interdecadal Paci�c Oscillation (IPO), will

be explored.
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3.1 Introduction

In the western South Paci�c, the Subtropical Counter-current (STCC) is a relatively weak,

eastward �owing current and is a highly eddying region located in a band roughly between

20◦ - 30◦S. This current lies north of New Zealand and �ows into the open South Paci�c.

While the current has typical speeds of 3-5 cm s−1, the currents associated with eddies can be

up to an order of magnitude faster. The eddies in the region have been previously found the

be generated through baroclinic instabilities (Qiu et al. 2008; Rieck et al. 2018; Travis and

Qiu 2017). The current overlays the mean westward �ow of the South Equatorial Current

(SEC), a component of the larger South Paci�c Gyre circulation. This vertically sheared

system provides a suitable environment for the development of baroclinic instabilities.

Travis and Qiu (2017) looked at the decadal variability of the eddy activity in the STCC,

and found that the changing eddy kinetic energy (EKE) could be related directly to the

changing strength of the baroclinic instability through variability in the shear and the

strati�cation in the region. There are a number of likely causes for the variation in the

strength of these parameters such as changes in the momentum �uxes from wind forcing

and net buoyancy �uxes. Net heat �uxes in the region would correspond well to seasonal

�uctuations in the temperature in the region, and thereby the density of the upper layer

of the ocean. However, on interannual time scales, Travis and Qiu (2017) found that the

majority of the EKE variations could be attributed to shear variability. If variability in

velocity structures are the dominant driver of changes in the stability of the STCC region,

it is reasonable to expect that they could also dominate changes in the state of the ocean

through the advection of anomalous waters in and out of the region. However, without fully

investigating each of these forcing terms, their relative contributions cannot be quanti�ed.

Through model simulations, Rieck et al. (2018) looked at decadal variations in the south-

eastern extension of the STCC (25-33◦S,175-153◦W), an area with the distinctive property

that the decadal variability of EKE is on the same order as the time mean EKE. Rieck et al.

(2018) explored the relative e�ects of buoyancy and momentum �uxes, and concluded that

the wind forcing is the dominant mechanism leading to decadal EKE variability in this branch
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of the STCC. They found that changing local wind stress curl can drive changes in local

density gradients, while in the eastern South Paci�c, wind stress curl anomalies can generate

Rossby waves, which can propagate westward, carrying density perturbations. These density

perturbations can cause changes in the meridional density gradient and therefore changing

vertical shear of zonal velocity, which can subsequently lead to changing EKE. It was also

found that this response can be correlated to the Interdecadal Paci�c Oscillation (IPO).

However, when considering the wider STCC area (165◦E-130◦W, 22◦ -28◦S), a number

of additional features need to be considered. (Kessler and Gourdeau 2006) found that linear

wind forcing can impact annual pycnocline depth variability through Rossby wave dynamics,

and Qiu and Chen (2006) found that Rossby wave dynamics are very important and useful

in describing decadal variability of changes in sea surface height across the South Paci�c;

however, they do note that in the western tropical South Paci�c, in the STCC band, Rossby

wave dynamics have less skill in explaining SSH trends, and hypothesize that additional

impacts by the western Paci�c warm pool could be important.

Another important feature to consider is the South Paci�c Subtropical Convergence Zone

(SPCZ), which lies just to the north of the STCC. The SPCZ is a region of the convergence of

northeasterly winds from the Paci�c subtropical pressure high and the southeasterly winds

for higher latitudes, leading to an atmospheric moisture convergence, and a broad, persistent

band of clouds. The SPCZ has a mean position as a diagonal axis extending southeastward

from near New Guinea, at approximately 6◦S, 144◦E to about 30◦S, 120◦W (Vincent 1994).

Shifting of the SPCZ has been shown to a�ect local precipitation rates (Gri�ths et al. 2003),

and thereby impacting the surface salinity front (Gouriou and Delcroix 2002). A number

of studies (Ha�ke and Magnusdottir 2013; Borlace et al. 2014; Gouriou and Delcroix 2002;

Folland 2002; Kidwell et al. 2016) have explored the connection between the SPCZ and

climatic indices such as ENSO and IPO. These climatic patterns have been shown to be

connected to alter the location, orientation, and extent of the SPCZ, which could directly

impact the wind patterns and buoyancy forcings at the eastern boundary of the extent of

the STCC under consideration.
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Lastly, changes in deeper gyre circulation could impact the overall circulation patterns;

more directly, the change in the relative velocities between the eastward �owing STCC at

the surface and the deeper SEC, the westward �owing branch of the South Paci�c gyre

circulation. While the greatest variability in shear and strain is due to changes in the state

of the STCC in the upper ocean, the low-frequency changes in the deeper SEC should not be

discounted without exploring these dynamics. A number of studies have looked at a decadal

spin-up of the South Paci�c Gyre and it's connection to basin-wide wind stress curl increases

(Kessler and Gourdeau 2006; Qiu and Chen 2006; Roemmich et al. 2007, 2016; Schneider

et al. 2007). Zhang and Qu (2015) observed that this spin-up of the gyre has caused a

20% to 30% increase in SEC transport, while additionally �nding that the linear trend of

deep ocean steric height (1000-1800m) between 22-38◦S is caused by salinity and temperature

changes acting in concert, which is reverse of the upper ocean, in which density-compensating

patterns of temperature and salinity changes were observed by Roemmich et al. (2016).

This study will examine surface buoyancy and momentum �uxes to assess direct forcings

of the STCC, while larger, regional changes in the wind �elds will be explored for their

impact of remote forcings which can propagate into the STCC region or alter the overall

gyre circulation patterns. A study of the forcings of the eddy activity in the STCC region

will need to look at momentum �uxes through wind stresses and buoyancy �uxes through

heat and moisture �uxes. For this region, a dynamically and thermodynamically consistent

model will be needed so that the impacts of speci�c processes can be connected directly

to observed changes in the ocean states. For this reason, this study will use model output

from Estimating the Circulation and Climate of the Ocean, phase II (ECCO2). As will

be described (Section 3.2.1), the ECCO2 model output is designed to be dynamically and

thermodynamically consistent, and as such, will be ideal for the purposes of this study.

Lastly, these larger wind and buoyancy forcing patterns will be explored for their connection

to broader climatic indices, such as the IPO and ENSO.
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3.2 Methodology

3.2.1 Data Sets

Model output is taken from the ECCO2 ocean state estimate. The ECCO2 model is

based upon the Massachussetts Institute of Technology General Circulation Model (MITgcm;

Marshall et al. (1997)). This is a three-dimensional, z-level, hydrostatic and Boussinesq

global ocean model, and uses a cubed-sphere grid projection (cube92 version). The model

has a mean horizontal grid resolution of 18 km. Vertically, the model has 50 levels, with

10 m level spacing in the upper 600 m, increasing to 456 m near the lowest levels, with a

maximum depth of 6150 m. A least squares �t of the MITgcm to available satellite and in situ

observational data is used to obtain an ocean state estimate, and Green's function approach is

utilized to optimize a number of control parameters (Menemenlis et al. 2008). These include

initial temperature and salinity conditions, surface boundary conditions, background eddy

viscosity and di�usivity, and bottom drag. These optimized parameters are then used in the

model, which is run forward unconstrained, just as in other prognostic model simulations.

In the forward run, no additional observational data are used to interrupt the run, allowing

the model to be dynamically and thermodynamically consistent (Wunsch et al. 2009). This

model has been used extensively for similar eddy energetic studies (Fu 2009; Chen et al.

2014; Zemskova et al. 2015; Yang et al. 2017; Qiu et al. 2017). The three-dimensional data

taken from this model includes zonal, meridional, and vertical velocities, and temperature,

salinity, and density. These data are provided in 3-day time steps. Surface parameters include

sea surface height, net heat �ux, net moisture �ux, and zonal and meridional wind stress.

The wind stress data are used to calculated wind stress curl and wind stress divergence.

The surface parameters are given a 1-day time steps. For consistency, the ECCO2 surface

parameters are downsampled to match the 3-day time steps of the three-dimensional data

from the ECCO2 state model by taking 3-day averages of daily data to match the three-

dimensional time interval.

For observational comparisons, the Aviso satellite altimetry data, as processed by CNES/CLS,
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is used. The data has a 0.25◦ x 0.25◦ spatial-resolution, and a 1-day temporal-resolution.

Absolute dynamic topography is used for sea surface height (SSH), while geostrophic ve-

locities are also available, and will be used. The data were analyzed from January 1993 to

December 2017. The satellite altimetry data is also downsampled to 3-day time steps to

match the ECCO2 state model data.

For additional validation of ocean state parameters, such as temperature, salinity, and

velocities, the European Centre for Mid-Range Weather Forecasts (ECMWF) Ocean Re-

analysis Version 5 (ORAS5) is used (Zuo et al. 2019). ORAS5 is an ocean state reanalysis

product, which incorporates observational data into model runs to "correct" for inaccuracies

in the model output as compared to observational data. As such, this data product is not

appropriate for ocean state budget analyses, as the corrections introduce arti�cial �uxes to

bring the model state towards the observed values. However, as the reanalysis model seeks

to reproduce observed states more accurately, it can be a useful tool to check how well the

ECCO2 product reproduces the basic ocean state (temperature and salinity �elds, currents)

and the related interannual variability.

3.3 ECCO2 Validation
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Figure 3.1: Comparison of zonal velocity and density data between the ECCO2 model output

and ORAS5 reanalysis output. Shearing is calculated as the di�erence between the upper

and lower layer averaged zonal velocity, while strati�cation is the di�erence between the

lower and upper layer averaged density. The upper layer is de�ned as the surface to 200m

depth. The lower layer is de�ned as 200m to 600m depth. The area is de�ned as 165◦E -

130◦W, 22◦S - 28◦S. The time period of consideration is January 1st, 1993 - December 31st,

2018. The thin lines are the area-averaged data, while the thick lines are low-pass �ltered

(< 1 yr−1). a) Time series of the area and depth averaged shear. b) Vertical pro�le of

the area and time averaged zonal velocity. c) Time series of the area and depth averaged

strati�cation. d) Vertical pro�le of the area and time averaged density.

In Figure 3.1, comparison is shown between the ECCO2 data and the ORAS5 data for

the two most relevant ocean state parameter: density and zonal velocity. Vertical pro�les

of the area and time averaged zonal velocity and density in the STCC are shown in Figures

3.1b and 3.1d, respectively. Zonal velocity in the ECCO2 data set is approximately 0.2 cm

s−1 stronger in the eastward direction than the ORAS5 data at all depths. The di�erence is

smallest at the surface and largest near 500 m depth. The density pro�le of the ECCO2 data

is approximately the same as that of the ORAS5 data, with a small di�erence in the upper

37



40 m, in which the ECCO2 density is less than the ORAS5 by approximately 0.15 kg m−3.

Figures 3.1a and 3.1c show the area-averaged time series of the shear and strati�cation in the

STCC region in the ECCO2 and ORAS5 data. Shear and strati�cation are de�ned as the

di�erence in zonal velocity and density, respectively, between an upper and lower ocean layer.

For the purposes of this comparison, the upper layer is de�ned as 0-200m depth, while the

lower layer is de�ned as 200-600m depth. This choice in layer set-up is chosen for simplicity

in calculation, as well as for congruity with Travis and Qiu (2017). In Figure 3.1a, we see

that the time-varying ECCO2 shear compares well with the ORAS5 shear. They follow

similar low-frequency patterns of highs and lows, with the low-passed ECCO2 data showing

higher shear during the second half of the data record. Overall, the low-frequency shear

patterns show high agreement, with a correlation of 0.734 between the two datasets. Figure

3.1c also shows high agreement between the two datasets in the strati�cation patterns. The

ECCO2 data is more strati�ed during some periods, but shows similar overall patterns, and

has a correlation of 0.925 with the ORAS5 data.

3.3.1 Methods

Travis and Qiu (2017) found signi�cant spatial and temporal variability in eddy activity in

the STCC on decadal timescales. In that study, changes in shear and strati�cation were

shown to lead to changes in the strength of baroclinic instability and were found to be

highly correlated to changes in EKE. Additionally, the changes in shear and strati�cation

were connected back to changes in the temperature and salinity �elds. This study will utilize

the ECCO2 model output to examine the drivers of the temperature and salinity �elds. Once

found, these can then be linked to changes in shear and strati�cation, and subsequently, to

the strength of the baroclinic instabilities through the baroclinic growth rate.

Following other studies (Qiu and Chen 2004; Qiu et al. 2008; Travis and Qiu 2017), the

STCC region can be represented as a 2-1/2 layer model, with the eastward STCC being

contained in the upper layer, the westward �owing branch of the SEC existing in the lower

layer, and an assumed quiescent layer at depth. From this idealized set-up, the baroclinic
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growth rate can be calculated (see Appendix). In this set-up, an instability criterion is found

to be:

U1 − U2 >
(ρ2 − ρ1)gH2

ρ0f 2
0

β +
ρ2 − ρ1
ρ3 − ρ2

U2, (3.1)

where U1, U2 = depth-averaged zonal velocity for the upper and lower layers, respectively,

ρ1, ρ2, ρ3 = depth-averaged density for the upper, lower, and quiescent layers, respectively,

g = gravitational acceleration, H2 = lower layer thickness, f0 = Coriolis parameter at a

reference latitude, and β = beta parameter at a reference latitude. (U1 - U2) = the zonal

velocity between the active layers, hereafter called the layer shear, and (ρ2 - ρ1) = density

di�erence between the active layers, hereafter called the layer strati�cation. The criterion

indicates that the layer shear needs to exceed the baroclinic Rossby wave speed (the �rst

term on the right-hand side on the inequality) plus a scaled advection by the lower layer

(the second term on the right-hand side of the inequality). In both of these terms, the layer

strati�cation is an important parameter. For this reason, the primary parameters to be

studied are the layer shear and the layer strati�cation.

Using the ECCO2 model output, temperature and salinity budgets will be calculated.

The governing equations for the upper ocean temperature and salinity budgets can be written

as follows:

∂T

∂t
= −u · ∇T +

1

ρ0Cp

∂q

∂z
+Kh∇2

hT +
∂

∂z

(
Kz

∂T

∂z

)
(3.2)

∂S

∂t
= −u · ∇S +

S

ρ0

∂FW
∂z

+Kh∇2
hS +

∂

∂z

(
Kz

∂S

∂z

)
(3.3)

In these equations, u=(u,v,w), the three-dimensional velocity vector, ρ0 is the reference

seawater density, Cp is the speci�c heat of seawater, ∇ is the three-dimensional gradient

operator, ∇2
h is the horizontal Laplacian operator, and Kh and Kz are the horizontal and

vertical eddy di�usivity coe�cients, respectively. Heat �ux is represented by q, while

freshwater �ux is represented by FW . Freshwater �ux is the di�erence between precipiation
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and evaporation (i.e., FW = P - E). In the ECCO2 data, positive q represents net heat �ux

into the ocean (i.e., heating the ocean), and positive FW represents net water mass �ux into

the ocean (i.e., decreasing salinity).

In evaluating the in�uence of the various processes a�ecting these budgets, and for

consistency with the 2-1/2 layer idealized system, these budgets will be analyzed by in-

tegrating through each layer, and dividing by the layer depth to get the depth-averaged

budget equations for the upper layer:

∂

∂t

( 1

H1

∫ 0

−H1

T
)

= − 1

H1

∫ 0

−H1

u · ∇T +
Qnet

ρ0Cp
+

(
Kh

H1

∫ 0

−H1

∇2
hT +

Kz

H1

∂T

∂z

∣∣∣
H1

)
(3.4)

∂

∂t

( 1

H1

∫ 0

−H1

S
)

= − 1

H1

∫ 0

−H1

u · ∇S +
SFw
ρ0H1

+

(
Kh

H1

∫ 0

−H1

∇2
hS +

Kz

H1

∂S

∂z

∣∣∣
H1

)
(3.5)

In these equations, the �rst term on the left hand side of the equations are the time

rate of change of temperature and salinity, respectively. The �rst terms on the right hand

side represent the advective temperature/salinity �ux convergence. The second term on the

right hand side of the temperature equation represents the net heat exchange at the sea

surface, while the second term on the right hand side of the salinity equation represents

the net freshwater exchange at the surface. The last terms on the right hand side represent

the di�usive temperature/salinity �ux convergence due to subgrid scale perturbations in

the model. Data availability from the 3-day ECCO2 product does not allow for accurately

evaluating the di�usive convergence terms. However, as has been previously stated, the

ECCO2 model is internally consistent, and as such, the di�usive terms can be assumed to be

equal to the residual from the other three terms in the temperature and salinity equations.

Similar equations as 3.4 and 3.5 can be written for the second layer.

For the purposes of the exploration of low-frequency changes, as well as for more direct

application to calculating the baroclinic growth rates, these budget equations can be more
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conveniently examined by removing seasonal, high-frequency variability (i.e., periods < 15

months), and then integrating the equations in time. The resulting calculations directly give

the time-varying temperature and salinity signals and the relative contributions to those

signals from each terms in the budget (advective, di�usive, and heat and freshwater �ux

terms for the temperature and salinity equations, respectively).

By assuming a linear density equation, the temperature and salinity budgets can be

written in terms of density through the following relation:

ρ = ρ0

(
1− α(T − T0) + β(S − S0)

)
(3.6)

In this equation, α = thermal expansion coe�cient, T0 = reference layer temperature, β

= saline expansion coe�cient, and S0 = reference layer salinity. Additionally, by assuming

that the system is primarily zonal �ow and assuming a thermal wind balance, a relationship

to the shearing in the system can be found:

f
δUg
δz

=
g

ρ0

δρ

δy
(3.7)
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Figure 3.2: The upper row (a,b,c) shows the total variability in layer shear as a percent of the

mean layer shear (Uz = U1 - U2). a) Layer shear variability with only upper layer varying.

((U1 - U2 - Uz)/Uz) b) Layer shear variability with only lower layer varying. ((U1 - U2 -

Uz)/Uz) c) Layer shear variability with both layers varying. (Uz/Uz) The lower row (d,e,f)

shows the total variability in layer strati�cation as a percent of the mean layer strati�cation

(ρz = ρ2 - ρ1). d) Layer strati�cation variability with only the upper layer varying. ((ρ2 -

ρ1 - ρz)/ρz) e) Layer strati�cation variability with only the lower layer varying. ((ρ2 - ρ1 -

ρz)/ρz) f) Layer strati�cation variability with both layers varying. (ρz/ρz)

Shear and strati�cation in the 2-1/2 layer system are represented as the di�erence in

velocity and strati�cation between the upper and lower layer, respectively. Layer shear is

represented as: Uz = U1 - U2. Layer strati�cation is represented as ρz = ρ2 - ρ1. As

can be seen in Figure 3.2, variation in the upper layer (Figures 3.2a and 3.2d) is the most

signi�cant driver of these two parameters. For this reason, analysis of the drivers of low-

frequency variability in these parameters through temperature and salinity budgets will be

restricted to the upper layer.
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To determine the depth layers used in the 2-1/2 layer system, pro�les of averaged

zonal shear and averaged meridional potential vorticity gradients are �rst calculated. For

a positively sheared system (i.e., Uz > 0), the upper layer potential vorticity gradient is

necessarily positive (refer to Appendix Eq. A.3 for layer 1), and a necessary and su�cient

criterion for a baroclinically unstable system is that the lower layer potential vorticity

gradient is negative. From the ECCO2, we can calculate the vertical shear of zonal velocity

and the potential vorticity gradients as:

∂

∂y
(PV ) =

∂

∂y

(
− f

ρ

∂σ

∂z

)
, (3.8)

where PV = potential vorticity, f = Coriolis parameter, g = gravitational acceleration,

ρ0 = reference density, and σ = ρ - 1000 kg m−3.

For consistency in calculations and with a 2-1/2 layer framework, a �nal constraint on

determining layer parameters is applied, stating that the lower layer should not outcrop at

all in the study region. Using the criteria that the lower layer should have a negative PV

gradient, there should be positive shear between the upper and lower layers, and that the

lower layer should not outcrop in our study region, we see that the most relevant isopycnals

are σ1 = 25.75, σ2 = 26.8, and the bottom, quiescent layer is integrated from the bottom of

the lower layer to a depth of 2000 m. The choice of σ1 lies below the reversal in the sign of

the PV gradient, but is at a depth which allows for ensuring that isopycnal outcropping is

minimized. Additionally, the deeper isopycnal choice ensures that the core of the eastward

�owing STCC and the regions of greatest positive shear are captured in the upper layer.
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Figure 3.3: Zonally-averaged pro�les of zonal velocity, vertical shear of zonal velocity,

meridional gradients of potential vorticity (PV), and density. Pro�les are averaged between

165◦E-130◦W. Vertical dashed lines are shown as 22◦S and 28◦S, indicating the northern

and southern boundaries of the STCC study region. a) Zonal velocity and vertical shear

of zonal velocity. Red/blue shading indicates zonal velocity shear, while black contours

indicate zonal velocity, given in (cm s−1). Solid contours indicate eastward �ow, while

dashed contours indicate westward �ow. b) Density and meridional gradient of PV. Red/blue

shading indicates PV gradient, while black contours indicate isopycnals, given as (kg m−3 -

1000)

Using these chosen values, each layer is averaged between the respective isopycnals (i.e.,

layer 1 = surface to σ1, layer 2 = σ1 to σ2, layer 3 = σ2 to 2000 m). This gives average

depths of 235 m for the upper layer and 530 m for the lower layer. These depths are

approximately equivalent to those used in the 2-1/2 layer set-up in Travis and Qiu (2017).

By using isopycnal surfaces to de�ne layers instead of �xed layer depths, isopycnal uplift or

depression caused by Rossby wave propagation is intrinsic in the observations, and the e�ect

on observed ocean state parameters within those moving layers is minimized.

Lastly, similar to Travis and Qiu (2017), a comparison to a fully non-linear baroclinic

growth rate (BCR) and a linearized BCR will be performed. Through a linearization of

the local BCR, the relative importance of each term in the temperature and salinity budget

equations to the BCR can more directly be determined. A reference BCR can be determined
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using mean state parameters of shear and strati�cation, and then, through a Taylor expansion

about the mean state, the e�ect of anomalous shear and strati�cation can be determined.

Subsequently, the in�uence of the forcing factors on the temperature and salinity �elds and

their in�uence on the changing shear and strati�cation �elds can be directly related to the

baroclinic growth rates.

3.4 Results

Before looking at how the ocean state variability can impact eddy activity in the STCC

region, it is useful to �rst understand the mean state. This is shown in Figure 3.4, which

shows maps of the impact of the mean, low frequency trend in each of the forcing terms in the

budget equations. For instance, Figure 3.4a shows the impact of net heat �ux forcing, which

broadly shows a negative pattern across the STCC band, indicating a general cooling trend

in the region, with heat being released by the ocean into the atmosphere. This is largely

balanced by a horizontal advective temperature �ux convergence (Figure 3.4b, showing a

net increase in temperature. Similarly, net freshwater �ux and horizontal advective salinity

�ux convergence are shown in Figures 3.4f and 3.4g, respectively. The STCC region broadly

shows an increase in salinity due to net freshwater forcing, indicating a net evaporation across

the region, which is largely o�set by the horizontal advection. These two patterns help us to

interpret a general pattern of the advection of warmer, fresher waters into the STCC region,

which then evaporate, leading to the increase of salinity and the cooling of the region through

latent heat �ux. The residual terms, which amount to the di�usive �ux terms, have weak

signals across the whole region, with patchy patterns. Broadly speaking, the di�usive �ux

terms are more positive in the north and more negative in the south, and could be indicative

of the smoothing of the gradients across the region, where eddies span a transition from

warm, salty waters to the north and fresher, colder waters to the south. Figures 3.4e and

3.4j show the seasonally-averaged component of each term in the temperature and salinity

budgets, respectively. On a seasonal basis, temperature variability is primarily driven by

changes in heat �ux, while salinity variability is driven by freshwater �ux variability, which
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is slightly o�set by changes in the advective �ux terms.

Figure 3.4: Mean contributions of each term to net temperature and salinity forcing.

3.4.1 Eddy Kinetic Energy
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Figure 3.5: ECCO2 vs Aviso Variability. Figures a) and b) show low-frequency variability

in eddy kinetic energy (EKE) across the STCC band, averaged between 22◦S to 28◦S. a)

EKE variability, as derived from Aviso geostrophic velocity anomalies. b) EKE variability,

as derived from ECCO2 geostrophic velocity anomalies. c) Time series of area-averaged

sea surface height (SSH), as compared in Aviso and ECCO2. The area over which SSH is

averaged is 165◦E-130◦W, 22◦S-28◦S. The thin lines indicate the area-averaged SSH signal,

while the thick lines indicate the low-pass �ltered (period > 15 months) SSH variability.

As seen in Figure 3.5, ECCO2 is able to reproduce the SSH variability observed from Aviso

satellite altimetry data. Figure 3.5c shows the area-averaged SSH signals in the two data

sets, and indicates that these two patterns are very similar, with a very high correlation

of 0.956 in the low-frequency SSH signals. To calculate eddy kinetic energy (EKE), the

following equation is used:

EKE =
1

2

( g
f

)2(∂η
∂x

2

+
∂η

∂y

2)
, (3.9)

where g = gravitational acceleration, f = Coriolis parameter, and ∂η/∂x, ∂η/∂y = the

zonal and meridional sea surface height gradients, respectively. The EKE patterns seen
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in Figures 3.5a and 3.5b are also low-pass �ltered to remove a high-frequency variability

(periods < 15 months), allowing the interannual variability to be seen. The ECCO2-derived

EKE shows very similar patterns to the observed EKE variability from Aviso, with a high

correlation of 0.689. For instance, both patterns show elevated signals at the beginning of

the time record, and also show elevated EKE in a band starting in the east between 2006-

2010 and in the west between 2008-2012. There are also regions of di�erences, such as in the

western region during 2008, where ECCO2 shows much higher EKE than Aviso observations,

as well as elevated EKE in the east around 2010. Regardless, the overall spatial and temporal

patterns show similar character, and are well correlated. It is noticed that ECCO2 variability

tends to have lower levels in the eastern STCC, particularly east of 150◦W. Also, while not

shown here, it is noted that seasonal EKE variability in ECCO2 has a smaller range than the

observed Aviso EKE, even as the interannual EKE strength is approximately equal between

the two data sets.

3.4.2 Strati�cation

Figure 3.6 shows the spatial and temporal patterns of temperature variability in the upper

layer, and the relative in�uence of each of the forcing terms. It can be seen that net heat �ux

and advective terms all contribute roughly the same to the total response, with each having

periods of contributing more signi�cantly to the total response. In an area averaged sense,

temperature anomalies are most strongly correlated with horizontal advection (correlation =

0.417). Heat �ux anomalies show a low correlation with temperature anomalies (correlation

= 0.163). Heat �ux anomalies also have a strong negative correlation to the horizontal

advection terms (correlation = -0.684). From 2000-2010, this inverse correlation can be

seen in the temporal-spatial patterns (Figures 3.6b and 3.6c), where regions of large positive

advective �ux anomalies correspond to regions of negative heat �ux anomalies. A large

cooling pattern occurs in the heat �ux, with local anomalies exceeding -1◦ C, coincides with

a large warming horizontal temperature �ux convergence with local anomalies exceeding 1.5

◦C, leading to a net positive temperature anomaly. As the STCC region is an area of net heat
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loss (i.e., cooling), it is likely that anomalously warm waters are advected into the region,

and then cool as they reside in the STCC area, leading to anomalous net heat loss from the

STCC waters.

Figure 3.6: The upper row shows Hovmueller diagrams of integrated temperature variability

from each of the forcing terms. a) Low-frequency temperature anomalies. b) Temperature

anomalies due to net heat �ux anomalies. c) Temperature anomalies due to anomalous

horizontal temperature �ux convergence. d) Temperature anomalies due to vertical

temperature �ux convergence. e) Di�usive temperature �ux convergence, calculated as

the residual from the other terms. Bottom row: Time series of area-averaged temperature

variability, due to the respective forcing terms (net heat �ux, advective temperature �ux

convergence, di�usive temperature �ux convergence.

Similar to the observed temperature anomalies, salinity anomalies seems to be strongly

dominated by horizontal advection and freshwater �uxes. These patterns can be seen in

Figure 3.7. The largest anomalies are generated by horizontal salinity �ux convergence, with
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freshwater �uxes also playing a signi�cant role. Horizontal advective �ux convergence has the

highest correlation (correlation = 0.857), and is responsible for the largest anomalies. Locally,

horizontal advective �ux anomalies can be as large as ±0.3 psu, leading to the possibility of

signi�cant changes in strati�cation due to salinity changes. Vertical �ux convergence seems

to play a smaller, but still signi�cant role for salinity anomalies, and generally works to

modulate some of the larger horizontal advective �ux convergence anomalies. Fresh water

�uxes are weakly correlated to salinity anomalies (correlation = 0.322), but seem to play a

signi�cant role in modulating the advective �uxes.
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Figure 3.7: The upper row shows Hovmueller diagrams of integrated salinity variability from

each of the forcing terms. a) Low-frequency salinity anomalies. b) Salinity anomalies due

to net freshwater �ux anomalies. c) Salinity anomalies due to anomalous horizontal salinity

�ux convergence. d) Salinity anomalies due to vertical salinity �ux convergence. e) Di�usive

salinity �ux convergence, calculated as the residual from the other terms. Bottom row: Time

series of area-averaged salinity variability, due to the respective forcing terms (net freshwater

�ux, advective salinity �ux convergence, di�usive salinity �ux convergence.

Using the results found in Figure 3.6 and Figure 3.7, the impact of the relative forcing

terms on strati�cation in the 2-1/2 layer system can be calculated. As previously described

(see Figure 3.2), it is assumed that the most signi�cant variability occurs in the upper

layer, and so only changes in this layer are assumed to impact strati�cation changes. For

the purposes of visualization, advective �ux convergence of temperature and salinity are

combined into a single density �ux term. Likewise, the di�usive �ux terms are also combined
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into a single �ux term. The results are presented in Figure 3.8.

Figure 3.8: The upper row shows Hovmueller diagrams of integrated density variability from

each of the forcing terms. a) Low-frequency density anomalies. b) Density anomalies due

to net heat �ux anomalies. c) Density anomalies due to net freshwater �ux anomalies. d)

Density anomalies due to anomalous total density �ux convergence. e) Density anomalies

due to total di�usive �ux convergence. Total advective �ux convergence is the sum of

horizontal temperature and salinity �ux convergence and vertical temperature and salinity

�ux convergence. Di�usive �ux convergence is calculated as the residual from the other

terms. Bottom row: Time series of area-averaged density variability, due to the respective

forcing terms (net heat �ux, net freshwater �ux, advective density �ux convergence, di�usive

density �ux convergence.

In this �gure, it can be seen that advective �ux convergence is the strongest driver

of upper layer density variability and is most strongly correlated to the density anomaly

patterns (area-averaged signal correlation = 0.900). Local advective �ux-induced density
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anomalies can exceed ±0.40 kg m−3, leading to signi�cant strati�cation changes. However,

these advective changes are modulated by the heat and fresh water �ux terms. Each of these

terms is smaller than the total advective �ux, with peak anomalies of approximately ± 0.15

kg m−3 for each, but work constructively to o�set the most extreme advective �ux-induced

anomalies. From Figures 3.6f and 3.7f, it can be seen that the low-frequency temperature and

salinity changes have di�erent dominant periods of variability, and as such, the combination

of the two patterns could alternately exhibit constructive of destructive interference signals.

It is noted that the heat �ux-induced density anomalies have a high correlation to the

freshwater �ux-induced density anomalies (correlation = 0.579), and each has a large negative

correlation to the advective �ux anomalies (correlation = -0.722, -0.673 for heat �ux and

freshwater �ux, respectively). When comparing to Figures 3.6c and 3.7c, we see that the

density �uxes are caused by the anomalous advection of warm, fresh water into the region.

Increased evaporation of these warmer waters would cause the observed increase patterns

seen in Figures 3.6b and 3.7b. It can be interpreted that the anomalously warm waters

would lead to an increased heat �ux out of the ocean, with evaporative cooling causing a

decrease in the temperature of the waters while also increasing the salinity in the region.

3.4.3 Shear

Similar to strati�cation, variability in shear is assumed to be dominated by changes in the

upper layer. For this reason, all analysis of variability in shear will be restricted to changes

in the upper layer (U1). However, as can be seen in Figure 3.2, the lower layer zonal velocity

variability plays a more signi�cant role to total shear variability, and neglecting changes in

this layer could lead to larger errors. This will be addressed more directly in the Discussion

section. To assess the impact of each of the forcing terms in the temperature and salinity

budgets, a thermal wind balance is assumed, in which the meridional gradient of density can

be related to vertical shear of zonal velocity. Referring back to Eq. 3.7, assuming a linear

density equation, and integrating through the layer, the changes in zonal velocity can be

calculated by the following:
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U1 = U1 +
gH1

ρf

∂

∂y

[
− α

∫ (
Qnet

cpρH
+ u · ∇HT + (Di�. T)

)
∂t+

β

∫ (
SFw
ρH

+ u · ∇HS + (Di�.S)

)
∂t

]
, (3.10)

where U1 = upper layer zonal velocity, U1 = mean upper layer zonal velocity, g =

gravitational acceleration, H1 = upper layer thickness, f = Coriolis parameter, Qnet = net

heat �ux, cp = speci�c heat of seawater, ρ = reference density, u = three-dimensional velocity

vector, T = upper layer temperature, S = upper layer salinity, and (Di�.) = di�usive terms.

This equation is constructed by integrating the temperature and salinity budget equations

and taking the meridional gradient. From this, each term in the temperature and salinity

budgets can be evaluated for the relative contribution to the total change in the upper layer

zonal velocity.
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Figure 3.9: The upper row shows Hovmueller diagrams of integrated meridional temperature

gradient variability from each of the forcing terms. a) Low-frequency temperature gradient

anomalies. b) Temperature gradient anomalies due to the gradient of net heat �ux anomalies.

c) Temperature gradient anomalies due to the gradient of anomalous horizontal temperature

�ux convergence. d) Temperature anomalies due to the gradient of vertical temperature

�ux convergence. e) Gradient of di�usive temperature �ux convergence, calculated as the

residual from the other terms. Bottom row: Time series of area-averaged temperature

gradient variability, due to the respective forcing terms (gradient of net heat �ux, advective

temperature �ux convergence, di�usive temperature �ux convergence.

Figure 3.9 shows the variability in the meridional temperature gradient in the STCC.

Temperature gradient variability is impacted by all terms in the budget equation, with no

single term dominating throughout the time series. Horizontal and vertical advective �ux

terms have the highest correlation with meridional temperature gradient (correlation = 0.466,

0.529, respectively). While local meridional temperature gradient anomalies can be as large
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as ± 0.15 x 10−5 ◦C m−1, local anomalies from the forcing terms can be more than double

that. The competing and compensating interactions work to modulate the temperature

gradient variability.

Figure 3.10: The upper row shows Hovmueller diagrams of integrated meridional salinity

gradient variability from each of the forcing terms. a) Low-frequency salinity anomalies. b)

Salinity gradient anomalies due to the gradient of net freshwater �ux anomalies. c) Salinity

anomalies due to the gradient of anomalous horizontal salinity �ux convergence. d) Salinity

anomalies due to the gradient of vertical salinity �ux convergence. e) Gradient of di�usive

salinity �ux convergence, calculated as the residual from the other terms. Bottom row:

Time series of area-averaged salinity gradient variability, due to the respective forcing terms

(gradient of net freshwater �ux, advective salinity �ux convergence, di�usive salinity �ux

convergence.

Variability in meridional salinity gradients, as shown in Figure 3.10, is dominated by

changes in the freshwater �ux forcing and horizontal advection terms, and are most strongly
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correlated, with correlations of 0.930 and 0.725 for freshwater �ux gradients and horizontal

advective �ux convergence gradients, respectively. Advective �ux gradients are the largest,

and can exceed 1.0 x 10−6 psu m−1 locally, and 0.2 x 10−6 psu m−1 on average. Area-

averaged freshwater �ux gradients have typical magnitudes close to 0.15 x 10−6 psu m−1.

Fresh water �ux and horizontal advective forcings have constructive interference patterns,

leading to larger salinity gradient anomalies.

Using the results from the gradients of the temperature and salinity budgets, shown in

Figures 3.9 and 3.10, density gradient variability can be reconstructed, and by applying the

thermal wind balance, as shown in Eq. 3.10, the upper layer zonal velocity forcing can be

reconstructed. This is shown in Figure 3.11. Overall, area-averaged advective �ux-induced

anomalies are the most correlated to area-averaged zonal velocity anomalies (correlation =

0.927), and have the largest magnitudes, with local anomalies exceeding 2 cm s−1. Heat �ux

and fresh water �ux gradients exhibit similar patterns and generally work constructively

to generate zonal velocity anomalies. Locally, the zonal velocity anomalies from these two

terms can exceed 1 cm s−1.
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Figure 3.11: The upper row shows Hovmueller diagrams of zonal velocity variability, as

derived by assuming a thermal wind balance on meridional density gradients, from each of

the forcing terms. a) Low-frequency zonal velocity anomalies. b) Zonal velocity gradient

anomalies due to the gradient of net heat �ux anomalies. c) Zonal velocity gradient anomalies

due to the gradient of net freshwater �ux anomalies. d) Zonal velocity anomalies due to

the gradient of anomalous total �ux convergence. e) Zonal velocity anomalies due to the

gradient of total di�usive �ux convergence. Total advective �ux convergence is the sum of

horizontal temperature and salinity �ux convergence and vertical temperature and salinity

�ux convergence. Di�usive �ux convergence is calculated as the residual from the other

terms. Bottom row: Time series of area-averaged zonal velocity gradient variability, due to

the respective forcing terms (gradient of net heat �ux, net freshwater �ux, advective �ux

convergence, di�usive �ux convergence.

The contribution of the advective terms for temperature and salinity are found to be

similar in magnitude, with salinity playing a slight larger contributor. Peak magnitude
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anomaly contributions from the salinity advective �ux are 0.84 cm s−1, as compared to

0.56 cm s−1 for temperature advective �uxes. When compared to the total advective �ux

terms, salinity is more highly correlated (correlation = 0.908) than temperature (correlation

= 0.742).

3.4.4 Baroclinic Growth Rate

Using a similar linearization to the baroclinic growth rate (BCR) as Travis and Qiu (2017),

the contributions of each forcing to variability in the baroclinic growth rate can be directly

estimated. In the linearization, the following reference parameters are used: 2π/l = 250 km,

H1 = 240 m, H2 = 300 m, u2 = -0.8 cm s−1, ρ2 = 1026.35 kg m−3, ρ3 = 1027.5 kg m−3, σ0 =

25◦S. For more details on how BCR is found, refer to the Appendix. Using these parameters,

mean layer shear and layer strati�cation values are found, and can be used to calculate a

mean BCR. These mean values are: Uz0 = 3.21 cm s−1, ρz0 = 1.37 kg m−3, and ω0 = 11.8 x

10−3 day−1. A Taylor series expansion about these reference values can be given as follows:

ω = ω0

(
1 + γ(Uz − Uz0) + ζ(ρz − ρz0)

)
(3.11)

From this linearization, the appropriate scaling parameters are γ = 0.343 s cm−1 for the

shear parameter and ζ = -0.978 m3 kg for the strati�cation parameter. The combined use of

all of these factors, as well as the results found in Figures 3.8 and 3.11 allow us to identify

the contributions to variability from each of the terms in the budget equations. The results

of these contributions can be seen in Figure 3.12.
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Figure 3.12: The upper row shows Hovmueller diagrams of linearized baroclinic growth

rate(BCR) variability, as derived by linearization about mean upper layer shear and

strati�cation, from each of the forcing terms. a) Low-frequency BCR. b) BCR anomalies

due to heat �ux forcing. c) BCR anomalies due to the net freshwater �ux forcing. d) BCR

anomalies due to total advective �ux convergence. e) BCR anomalies due to di�usive �ux

convergence. Total advective �ux convergence is the sum of horizontal temperature and

salinity �ux convergence and vertical temperature and salinity �ux convergence. Di�usive

�ux convergence is calculated as the residual from the other terms. Bottom row: Time series

of area-averaged BCR variability, due to the respective forcing terms (net heat �ux, net

freshwater �ux, advective �ux convergence, di�usive �ux convergence).

From this �gure, we can identify the advective terms to be the most dominant, with

temperature and salinity advection being approximately equally signi�cant. However, all

terms have signi�cant contributions, at di�erent times, are the most signi�cant contributors,

and can work constructively or destructively with each other to contribute to the total
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baroclinic growth rate variability. In an area-averaged sense, total BCR anomalies can reach

a maximum magnitude of approximately 6.45 x 10−3 day−1. For comparison, heat forcing

can reach a maximum of 2.41 x 10−3 day−1, freshwater forcing can reach a maximum of

2.51 x 10−3 day−1, and advection of temperature and salinity gradient �uxes can reach a

maximum of 2.17 x 10−3 day−1 and 4.63 x 10−3 day−1, respectively.
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Figure 3.13: The upper row shows Hovmueller diagrams of linearized baroclinic growth

rate(BCR) variability, as derived by linearization about mean upper layer shear and

strati�cation, from each of the forcing terms. a) Low-frequency BCR. b) BCR anomalies due

to shear variability. c) BCR anomalies due to strati�cation variability. d) BCR anomalies

due to temperature variability. e) BCR anomalies due to salinity variability. For temperature

and salinity-induced variability, the terms represent the change due to total changes in the

respective parameter; i.e., total temperature-induced BCR variability is the temperature-

induced shear and strati�cation variability. Bottom row: Time series of area-averaged

BCR variability, due to the respective forcing terms (shear, strati�cation, temperature, and

salinity).

To get another perspective on the relative contributions on the degree on instability in the

STCC region, Figure 3.13 shows the contributions to total BCR variability from shear and

strati�cation changes, as calculated from changes in the upper layer (Figs. 3.13b and Fig.

3.13c), and from temperature and salinity changes (Figs. 3.13d and Fig. 3.13e). In these
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Figures, the parameters are the summation of all relevant terms. For instance, Figure 3.13b

shows the total variability due to changes in shear, which is the summation of the changes in

the zonal velocity due to changes in the meridional gradient of net heat �ux, net freshwater

�ux, and advective and di�usive �ux convergences. Likewise, Figure 3.13d shows the changes

due to temperature variability, which is the summation of changes in strati�cation due to

changes in net heat �ux and advective and di�usive temperature gradient �ux convergence,

and in shear due to changes in the gradient of those same terms.

Shear is found to be the larger contributor to total BCR variability, and is most strongly

correlated to the total variability (correlation = 0.923). Area-averaged shear-induced changes

have a maximum magnitude of 6.21 x 10−3 day−1, while strati�cation-induced changes have

a maximum of 2.86 x 10−3 day−1; about 40% of the shear-induced changes. These results

are roughly in agreement with the �ndings of Travis and Qiu (2017), which found that

shear changes accounted for approximately 2/3 of total variability and strati�cation changes

accounted for approximately 1/3 of total variability. A comparison of the total temperature-

forced and salinity-forced variability shows maximum area-averaged anomaly magnitudes

of 2.30 x 10−3 day−1 and 7.55 x 10−3 day−1, respectively. Total salinity variability shows a

higher correlation to BCR variability (correlation = 0.832) than total temperature variability

to BCR variability (correlation = -0.010).
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Table 3.1: Overview of Temperature and Salinity Budgets Impacts on Shear and

Strati�cation

Parameters Heat Moist u ·∇T u ·∇S Di�.T Di�.S

Max Anomalies: Found as the absolute value of maximum area-averaged
anomaly magnitude

T (◦C) 0.32 � 0.64 � 0.25 �
S (10−2 psu) � 8.08 � 13.0 � 2.32
dTdy (10−7 ◦C m−1) 7.86 � 8.50 � 13.9 �
dSdy (10−7 psu m−1) � 1.43 � 2.32 � 1.32
Shear (cm s−1) 0.50 0.49 0.56 0.84 0.40 0.47
Strat. (kg m−3) 5.51 6.45 10.6 10.3 2.67 2.43
BC (10−3 day−1) 2.41 2.51 2.17 4.63 1.71 1.62

Correlation: Found as the correlation between the area-averaged signals

Shear -0.345 0.540 0.660 0.547 -0.424 0.143
Strati�cation 0.071 -0.041 0.654 0.796 -0.611 0.547
Baroclinic Growth Rate 0.099 0.233 0.407 0.580 -0.355 0.353

Max. Anomalies are found as the absolute value of maximum area-averaged
anomaly magnitude.

Figure 3.14: Comparison between eddy kinetic energy (EKE) and baroclinic growth

rate (BCR). a) EKE derived from ECCO2 geostrophic velocity anomalies. b) BCR

anomalies, fully non-linear, calculated using total variations in shear, strati�cation, and layer

thicknesses. c) Linearized BCR, calculated through a linearized parameterization about the

mean shear and strati�cation state, allowing only variations in the upper layer density and

zonal velocity.
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Lastly, a comparison between the ECCO2 EKE variability and BCR can illustrate how

successful this linearization can be at describing the relative importance of each forcing on

changing eddy activity. In Figure 3.14, variability in EKE in the ECCO2 model output,

the fully non-linear BCR, and the linearized BCR are shown. The fully non-linear BCR

calculation allows for variation in upper and lower layer density, as well as variability in

layer thickness. When comparing the non-linear BCR (Figure 3.14b) to the linear BCR

(Figure 3.14c), we see that the overall patterns between the two are very similar and highly

correlated (correlation = 0.666). The non-linear BCR has more extreme local highs and

lows than the linear BCR, but overall, the patterns are well matched. In the most extreme

cases, linear BCR can have errors as large as ±3 x 10−3 day−1, roughly 30% of the mean

baroclinic growth rate. However, these extreme errors are typically more of a scaling issue.

This can be seen clearly during the early period of the time record, from 1996-2000, when

the linearized BCR underestimates the full range of BCR variability, and misses some of the

most extreme EKE anomalies. Even still, both the non-linear BCR and linear BCR are well

correlated to EKE variability (correlation = 0.748 for non-linear BCR, correlation = 0.566

for linear BCR), and capture the spatial and temporal patterns seen in EKE variability.

In regards to evaluating the relative importance of each of the forcing mechanisms, as seen

in the temperature and salinity budgets, the linearization of BCR can capture the most

signi�cant variability, and can be a useful tool.

3.5 Basin scale connections

A large number of previous studies have looked a basin-wide trends in di�erent parameters.

For instance, Volkov et al. (2017) looked at decade-long warming in the South Paci�c, while

Zhang and Qu (2014) and Hasson et al. (2013) looked at salinity variability across the South

Paci�c Gyre. A number of studies have investigated decadal sea surface height variability

(Bowen et al. 2005; Qiu and Chen 2006; Roemmich et al. 2007, 2016). For a majority of these

studies, it was found that a large degree of the variability could be connected to changes in

the Interdecadal Paci�c Oscillation index (Henley et al. 2015; ?). A more recent study of the
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southeastern branch of the STCC by Rieck et al. (2018) concluded that local atmospheric

wind forcing, through variability in Ekman pumping, was strongly correlated to IPO, while

density anomalies propagating into the region from further east make up a smaller percentage

of the total variability, are are not associated with the IPO.

To assess any larger scale connections to basin scale climatic patterns, an EOF analysis

of the major driving forces in the temperature and heat budgets are performed. An EOF

analysis is performed on low-pass �ltered (frequency < 1 yr−1) net surface heat �ux, net

surface moisture �ux, zonal velocity, and wind stress curl. Zonal velocity is assessed to look

at the changing strength of horizontal advection, which is dominated by zonal �ows. Wind

stress curl is assessed to look at the changing strength of local Ekman pumping, which is a

dominant factor in vertical advection. The results are shown in Figure 3.15.
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Figure 3.15: First EOF mode of driving terms in budget equations: net surface heat �ux,

net moisture �ux, zonal velocity, and wind stress curl. EOF modes are given in �gures a),

b), e), and f). Corresponding principal component time series of the EOF modes are given in

�gures c), d), g), and h). The time series is given as the blue line, while a low-pass smoothed

(< 1 yr−1) IPO time series is given in orange. a) EOF-1 of net surface heat �ux. b) Principal

component time series of heat �ux EOF mode 1. c) EOF-1 of zonal velocity of the averaged

upper 200 m. d) Principal component time series of upper 200 m zonal velocity. e) EOF-1

of net moisture �ux. f) Principal component time series of net moisture �ux. g) EOF-1 of

wind stress curl. h) Principal component time series of wind stress curl.

The EOF analysis is done in the region of 17.5◦S-32.5◦S, 160◦E-125◦W, which is a region

slightly extended beyond the band of heightened eddy activity shown in the previous section.

This box size was chosen to isolate signal variability to the regional analysis of interest. In

the principal component time series of each of the modes (Figures 3.15b, 3.15d, 3.15f, 3.15h),

the low-pass smoothed (< 15 months−1) IPO index is shown. The �rst EOF mode is shown
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in Figure 3.15, as this mode shows the most variance. All of the terms have more than twice

as much variance in the �rst mode than any other mode, except for zonal velocity, which

has 15.3% of the variance as compared to 14.3% of the variance in the second mode.

Generally, all of the modes show a dipole pattern, dividing the signal into a northeast

versus southwest pattern. For example, net heat �ux EOF-1 (Figure 3.15a) shows a broad

negative pattern, roughly extending from 20◦S, 175◦E to 30◦S, 150◦W, and a positive pattern

to the northeast. Likewise, net moisture �ux EOF-1 has a similar spatial pattern. These

patterns would be consistent with patterns of evaporative cooling, in which regions of heat

loss correspond to regions of moisture loss.

Except of zonal velocity, there is strong correlation in the principal component time series

for all of the signals with the IPO. Net moisture �ux shows the strongest agreement with

IPO, with a correlation of 0.84 at a 1-month lag of moisture �ux leading IPO. Heat �ux is

correlated at 0.60 at a 5-month lead of heat �ux to IPO. Wind stress curl lags IPO by 3

months, and has a correlation of 0.72. Zonal velocity has the lowest correlation to IPO, and

has a correlation of 0.16 at a 5-month-lag to IPO.

The diagonal, northwest-to-southeast band found in each of the EOF modes is a pattern

similar to that of the South Paci�c Convergence Zone (SPCZ), an atmospheric pattern of

low-level wind convergence with associated increased cloudiness and precipitation (Vincent

1994). The SPCZ has a latitudinal tilt, and can span the tropics and subtropics (Widlansky

et al. 2011). The precipitation patterns associated with the SPCZ strongly in�uence the

ocean salinity and strati�cation (Widlansky et al. 2011). The SPCZ has strong in�uences on

ocean circulation (Ganachaud et al. 2014) and oceanic patterns, including ENSO (McGregor

et al. 2012).

The position of the SPCZ has been shown to alter in relation to ENSO and IPO. Folland

(2002) examined this variability, and found that the SPCZ location and orientation would

vary based upon these two patterns. They found that the mean SPCZ position moves north

and has a more zonal orientation during a times of positive IPO and negative SOI, while it

moves south and has a more diagonal orientation during time of negative IPO and positive
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SOI. Due to the diagonal nature of the SPCZ, a north/south transition also results in an

eastward/westward movement of the band for any given latitude. During these times, the

SPCZ mean position would coincide with the eastern branch of the STCC, and correspond

well with the diagonal bands band seen in the EOF-1 spatial patterns for net moisture �ux.

Additionally, Kidwell et al. (2016) examined variability in the strength as well as position of

the SPCZ on interdecadal timescales, and also found a strong relationship with ENSO-related

indices. This connection can be seen in Figure 3.16.

Figure 3.16: Di�erence in forcings during positive versus negative IPO periods. a) Change

in net surface heat �ux. Positive heat �ux is heat into the ocean, leading to increasing

temperature. b) Change in net surface moisture �ux. Positive moisture �ux is moisture into

the ocean, leading to decreasing salinity. c) Change in surface wind divergence/convergence.

Positive values indicate wind divergence while negative values indicate convergence. d)

Change in surface wind stress curl.

In Figure 3.16, the similarity in patterns between wind convergence and the other at-

mospheric forcing terms can be seen. During a positive IPO phase, the SPCZ would move

north and east, leading to decreased wind convergence (increased divergence) across the

STCC band. This corresponds to decreased moisture �ux into the STCC band. It can be
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conjectured that the change in heat �ux could be related to changing patterns associated

with cloudiness and evaporative cooling.

3.6 Discussion

Eddy activity in the South Paci�c Sub-tropical Counter-current has been previously un-

derstood to be forced by baroclinic instabilities. (Travis and Qiu 2017). Through the use

of temperature and salinity budgets in the upper ocean, the forcing factors on the ocean,

leading to changes in eddy activity, have been explored. A summary of these results is

shown in Table 3.1. The advection of temperature and salinity gradients have been shown

to have the most signi�cant impact on total baroclinic growth rate (BCR) variability, with

the advection of salinity gradients being more impactful and correlated than temperature

gradients. Similarly, surface forcing on temperature via net heat �ux is less correlated overall

than surface forcing on salinity via net freshwater �ux. In combination, large scale changes

in salinity �elds are much more impactful and well correlated to BCR changes (correlation

= 0.828), while changes in temperature are more localized, and help to modulate large scale

salinity-induced BCR changes. This is in contrast with seasonal changes in the region, in

which temperature-induced variability dominates, and is driven by changes in heat �ux.

Variance in the forcings in the STCC region are shown to be connected to the Interdecadal

Paci�c Oscillation (IPO), with strong dipole patterns across the STCC band. Surface forcings

are strongly impacted by the position of the South Paci�c Convergence Zone (SPCZ), which

alters wind patterns and surface heat and moisture �uxes. The position of the SPCZ has

previously been shown to be connected to ENSO variability, as can be shown through

IPO changes (Folland 2002; Kidwell et al. 2016). As the position of the SPCZ moves

north(south), heat �ux out of the ocean increases(decreases) and moisture �ux into the ocean

decreases(increases). These anomalies in the forcings are integrated with time, leading to

the observed variability seen in Figures 3.6 and 3.7.

While the linearized method for studying eddy variability presented here is able to

explain a signi�cant amounts of the changes observed, a number of factors have for now
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been unexplored. For instance, lower-layer variability was assumed to be insigni�cant, and

therefore, assumed to be constant; however, this is not necessarily true. As seen in Figure

3.2, the lower layer variability is smaller than the upper layer, but is certainly still of su�cient

magnitude to have a discernible impact. This is particularly true for the lower layer zonal

velocity. Decadal South Paci�c Gyre spin-up could increase gyre circulation (Roemmich

et al. 2007, 2016; Zhang and Qu 2015; Zilberman et al. 2014), leading to a strengthening of

the South Equatorial Current, which is partially contained within our linearized lower-layer

state. This spin-up has been suggested to be related to changes in the Southern Annual

Mode (SAM), and variations associated with this would have a lagged response as anomalies

propagate into the region. Long term trends in the ocean state, such as the decade-long

warming described in Volkov et al. (2017), would push isopycnals deeper, also leading to

changes in the lower layer. Lastly, topographic impacts have not been accounted for at all.

The STCC region is dotted with many high seamounts, providing localized points of �ow

disturbance and variability. In the western part of the STCC band, the Kermadec ridge

provides a signi�cant disruption to the idealized �ow patterns. Lou et al. (2019) describe

that the Kermadec ridge can trap Rossby waves, and that these topographically trapped

nonlinear Rossby waves can act to low-pass �lter signals propagating into the region, leading

to a more pronounced IPO pattern.

Additionally, this study has only looked at the impacts of forcings on the state of the ocean

in the STCC region, and how this relates to the degree of instability leading to mesoscale eddy

activity. Future work could explore any potential feedbacks of the eddies onto the mean state

of the ocean. Mass transport by eddies (Zhang et al. 2014) can advect anomalous waters,

and could smooth density gradients. Eddy �uxes have also been shown in other areas to

drive sea surface height variability Qiu et al. (2015). Beyond the observed variability and

the direct forcings on the ocean states, understanding the feedbacks of the eddies back to

the larger-scale systems would enhance our understanding of circulation in the region.
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CHAPTER 4

SEASONAL REVERSAL OF THE NEAR-SURFACE

CHLOROPHYLL RESPONSE TO THE PRESENCE OF

MESOSCALE EDDIES IN THE SOUTH PACIFIC

SUBTROPICAL COUNTER-CURRENT

This work also appears as: Travis, S. and B. Qiu, 2020: Seasonal Reversal of the Near-

Surface Chlorophyll Response to the Presence of Mesoscale Eddies in the South Paci�c Sub-

tropical Counter-Current. J. Geophys. Res. Ocean., https://doi.org/10.1029/2019JC015752

Abstract

Mesoscale eddies have been shown to have signi�cant e�ects on biogeochemical cycles, as

observed in local levels of near-surface chlorophyll. There are many regional di�erences in the

expected response of near-surface chlorophyll to the presence of eddies, caused by di�erences

in the driving mechanisms. However, in many high eddy-activity areas, previous studies

found low correlation and an inconsistent chlorophyll anomaly response to the presence of

eddies. One such area is in the South Paci�c Subtropical Counter-current. Using Glob-

Colour ocean color data and Aviso altimetry data, an investigation of the area found that a

seasonal reversal occurs in the character of the chlorophyll anomaly within eddies (reversal

from positive to negative, and vice versa). The cause of this reversal is inferred to be a

seasonally-changing limiting factor within the region. Argo �oat pro�les co-located inside and

outside of eddies are used to show the coincidence of chlorophyll anomalies with seasonally

changing mixed layer depths and the ability of the eddies to access deep nutrient pools.

Observations of other mechanisms, such as eddy stirring or eddy-Ekman pumping, are found

to be seasonally less important than the mixed layer depth change induced nutrient �ux.

Additionally, metrics are developed to globally identify oceanic regions in which such seasonal

reversals in chlorophyll anomalies could occur.

72



4.1 Introduction

Primary production in the ocean can be strongly a�ected by mesoscale eddies (Chelton

et al. 2011; Gaube et al. 2014; Klein and Lapeyre 2009; McGillicuddy 2016), which can trap

and transport waters, advect water properties and nutrients across gradients, and generate

vertical movements of waters and nutrients. Implications for the local in�uence of eddies

on biological activity are diverse. Local primary production can e�ect net carbon �ux to

the deep ocean (Guidi et al. 2012), and increased productivity in a region can increase

biological abundance at higher trophic levels (Lavelle and Mohn 2010; Morato et al. 2009;

Godø et al. 2012). Eddies have been shown to trap planktonic communities over multiple

generations (Condie and Condie 2016), while Shulzitski et al. (2016) found that larval coral

�sh communities entrained within some eddies have higher survivability to settlement on

coral reefs. Cyclonic eddies have even been shown to be a preferred foraging habitat

for Kerguelen elephant seals in the Polar Frontal Zone of the Southern Ocean (Bailleul

et al. 2010). Because of this wide range of possible physical-biological interactions, an

understanding of the driving mechanisms and the subsequent biological responses is crucial.

A useful proxy of phytoplankton biomass is the near-surface chlorophyll signal, for

which we have an increasingly robust data record through ocean color satellite programs

such as SeaWifs and MODIS/Aqua, among others. The mean near-surface chlorophyll

concentrations can vary by orders of magnitude, and are not necessarily associated with

areas of strong eddy activity. However, as has been shown in other regions, eddies can have a

signi�cant e�ect on the near-surface chlorophyll levels (Chelton et al. 2011; Dufois et al. 2014;

He et al. 2016a; Gaube et al. 2013, 2014; Huang and Xu 2018). The cross-correlation between

spatially high-passed chlorophyll anomalies and sea surface height anomalies, recreated as

following Gaube et al. (2014) to isolate mesoscale features, is shown in Figure 4.1. There is

large spatial variability in this cross-correlation, indicating signi�cant variation in the near-

surface chlorophyll response to the presence of eddies. One such area with an inconsistent

chlorophyll anomaly to sea surface height anomaly correlation is in the South Paci�c Sub-

tropical Counter-Current (STCC) (see Figure 4.1b). This is an area of heightened eddy
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activity with a relatively weak mean current (approximately 3-5 cm s−1), and the pinching

o� of meanders has not been observed to be a signi�cant feature. The current is associated

with baroclinic instabilities (Travis and Qiu 2017; Rieck et al. 2018; Qiu et al. 2008), and

spans a transition into highly oligotrophic waters as moving down current from west to east.

This study explores the possible driving mechanisms in the region which could cause the

inconsistent response. Known driving mechanisms include trapping of surface waters and

nutrients during eddy formation to sustain chlorophyll anomalies, stirring of surface waters

and chlorophyll gradients, mixed layer depth anomalies a�ecting the availability of access to

deep nutrient pools, and upwelling/downwelling generated during eddy formation, through

eddy-Ekman pumping, or by submesoscale frontal processes (Chelton et al. 2011; Dufois

et al. 2014; Gaube et al. 2013; He et al. 2016a; Martin and Richards 2001; McGillicuddy

2016; Zhang and Qu 2014; Zhang et al. 2019).
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Figure 4.1: a) Global map of <chla>-ssh anomaly cross correlation. b) South Paci�c

map of <chla>-ssh anomaly cross correlation, with the STCC region of study indicated

by the black box from 22◦-28◦S and 165◦E-130◦W. In both maps, cross correlation is taken

between spatially high-passed SSH anomalies and chla anomalies. The cross correlation

has been spatially smoothed with a 2nd-order Lanczos �lter with a 1 degree half-width

window. The solid black contours indicate areas of signi�cant positive cross correlation (>

0.1) and the dashed black contours indicate area of signi�cant negative cross correlation

(< -0.1). Correlation signi�cance is calculated at the 95% signi�cance level, following von

Storch and Zwiers (1999), using the formula qt(±0.025; n-2)/
√
n, where qt(±0.025; n) is the

2.5 percentage point of the Student's t distribution with n-2 degrees of freedom, and n is

estimated as the number of days of data.

When eddies form, they can trap waters of a particular temperature and/or salinity (Dong

et al. 2014; Dufour et al. 2015) as well as local phytoplankton and nutrients. As the eddies

move throughout the ocean, they can carry these signatures with them. This mechanism

is particularly important during the start of the eddy life cycle, as any nutrients can be

quickly consumed to support biological activity already present in the eddy. Eddy stirring

is important at gradients of chlorophyll, where the largely horizontal eddy currents skew the

surface gradients, creating a dipole of positive and negative chlorophyll signals based upon

the strength of the gradient, the orientation of the gradient and the strength of the eddy.

These horizontal mechanisms primarily create chlorophyll anomalies through advection of
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chlorophyll, and do not necessarily involve any change in levels of primary production in the

region (Chelton et al. 2011; McGillicuddy 2016)

Cyclonic/anticyclonic eddies generate upwelling/downwelling during their intensi�cation

periods, the initial growth and development period of eddies. This is typically on the order of

1 m day−1 (Gaube et al. 2015). Eddy-induced Ekman pumping is caused by the curl of surface

wind stress due to the relative motions of the surface currents and surface winds (Martin

and Richards 2001; Gaube et al. 2015). Locally, this can be larger than the Ekman pumping

caused by the surface stress derived only from the curl of the surface winds, as the eddy-

induced wind stress curl occurs over length scales of hundreds of kilometers, much smaller

than the regional Ekman pumping. Relative to the eddy pumping during the spin-up of the

eddy, this is an order of magnitude smaller (~10 cm day−1). Gaube et al. (2015) explored the

regional strength of eddy-induced Ekman pumping, including an area to the northeast of the

South Paci�c STCC region, and found a typical eddy Ekman-induced pumping velocity is

8 cm day−1. This mechanism would be present throughout the life cycle of the eddy, and in

the case of eddy-Ekman induced upwelling in anticyclones, can provide a continuous source

of deep nutrients to the euphotic zone. Lastly, frontal instabilities have been shown to create

strong vertical velocities at the sub-mesoscale (Klein and Lapeyre 2009; Zhang et al. 2019);

however, this mechanism will be outside of the purview of this work.

Mixed layer depth anomalies are also expected to alter the surface expression of chloro-

phyll concentrations. It has been observed that anticyclones typically have deeper mixed

layers than cyclones (He et al. 2016a; Dufois et al. 2014; Gaube et al. 2019) due to the relative

isopycnal displacement of the two types of eddies. As described in McGillicuddy (2016),

the expected character of the phytoplankton response to mixed layer depth anomalies is

dependent on whether light or nutrients limit phytoplankton growth. In highly oligotrophic,

low nutrient regions, deeper mixed layers are able to access a deep pool of nutrients which

would otherwise be unavailable in the surface waters. In these cases, the deeper mixed layers

of anticyclones can spur higher chlorophyll levels than cyclones, as they are able to access

a larger nutrient pool. Conversely, in a highly productive, high-nutrient region, there are
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often su�cient nutrients, and it is the lack of su�cient light penetration which prevents

further production. In this case, the deeper mixed layers can cause mixing to occur deeper

than the euphotic layer. When this happens, phytoplankton in the mixed layer receive lower

average ambient light, thus decreasing productivity. In these cases, the deep mixed layers of

anticyclones would lead to lower chlorophyll levels than cyclones.

Large portions of the oceanic basins are in areas of low mean chlorophyll, which often

have nutriclines too deep to have injection of nutrients into the mixed layer (McClain et al.

2004). Mignot et al. (2014) examined the seasonality of these oligotrophic areas, �nding that

the seasonal depth of the mixed layer is important in determining whether changes in near-

surface chlorophyll are caused by new production or changes in intracellular pigmentation

due to photoacclimation. Similarly, Dufois et al. (2016) found that anticyclonic eddies have

elevated chlorophyll levels in subtropical gyres due to deep winter mixing. In the South

Paci�c, the oligotrophic region of the gyre is found to have very low nutrient levels, and

an exceptionally deep nutricline (Bender and Jonsson 2016; Dufois et al. 2016). He et al.

(2016a), as well as others (Chelton et al. 2011; Dufois et al. 2014), found a connection between

the chlorophyll response to the presence of eddies and the relative depths of the mixed layer

and the nutricline. A deep nutricline could prevent eddies from having a strong e�ect of

local productivity. However, in regions of transition between highly oligotrophic waters with

a particularly deep nutricline and more productive waters, typical closer to coastal areas,

then the seasonally varying mixed layer depth could cause intermittent access to this deep

nutrient pool.

The wide range of forcing mechanisms and the varied responses to these forcings, as well

as the seasonally varying environment in which the eddies are situated create a complex

system. Careful consideration of the relative strengths of each of these forcings is required.

It is hypothesized that the eddying STCC region crosses a transition region from a modestly

productive region to one of ultra-low nutrient availability (Bender and Jonsson 2016), and

that within this transition, seasonally-changing access to deep nutrient pools can result in an

seasonally-alternating character of response of near-surface chlorophyll in eddies. A seasonal

77



analysis is needed to fully quantify the e�ect that eddies have on biological signals in the

region. Using a combination of data of near-surface chlorophyll, sea surface height, and eddy

tracks, seasonal patterns of chlorophyll anomalies within eddies can be observed. Additional

data, such as light availability, mixed layer depths within eddies, nutrient availability, and

wind forcing, can be used to determine the dominant drivers of the chlorophyll anomalies

and the subsequent limiting factors.

4.2 Data and Methods

4.2.1 Data Sets

An analysis of the regional near-surface chlorophyll response to mesoscale eddies draws from

a large number of data sources. These include the Glob-Colour merged satellite ocean color

product, Aviso satellite altimetry data of sea surface height, eddy tracks as provided from

the Aviso eddy atlas, Argo �oat pro�les of temperature and salinity, as well as the Argo �oat

pro�le mixed layer depth product from Holte et al. (2017). For climatological nutrient data,

the World Ocean Atlas 2018 was used (Garcia et al. 2019). Lastly, wind stress data was

taken from QuikSCAT V3. Each of these data sets will be used to construct eddy-centric

seasonal cycles of the relevant parameters. For anomalies of near-surface chlorophyll, sea

surface height, geostrophic velocities, and wind stress, monthly composites can be made to

illustrate spatial patterns of these parameters within a "typical" eddy. The analysis period

runs from January 2004 to December 2017, with the exception of the wind stress data, for

which the analysis will run from January 2000 to December 2008. The period of January

2004 to December 2017 was chosen, as there is robust data coverage in ocean color, satellite

altimetry data, and Argo �oat pro�les. The wind data period is chosen to provide maximum

observational time coverage in order to construct seasonal patterns of eddy-Ekman pumping.

The Aviso 0.25◦ x 0.25◦ gridded daily satellite product of absolute dynamic topography,

as processed by CNES/CLS is used for sea surface height (SSH). Geostrophic velocities are

also available, and will be used. The data were analyzed from January 2004 to December
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2017. A mesoscale eddy trajectory atlas is processed and generated by CNES/CLS. The eddy

trajectories are generated following the same method for eddy identi�cation and tracking as

developed by Schlax and Chelton. From this atlas, eddy centers and radii were used to

approximate the size of the eddies, which can then be used to co-locate the corresponding

chlorophyll, SSH, and wind stress anomalies within the area of the eddies.

Wind stress data are from a gridded product of daily data with 0.25◦ x 0.25◦ spatial

resolution, as produced by Ifremer/CERSAT. The data used in producing the gridded

product are taken from QuikSCAT V3 data, a reprocessing of QuikSCAT scatterometer wind

retrievals. The wind data are produced for the time period of October 1999 to November

2009. For the purposes of this analysis, data from January 2000 to December 2008 is used.

Argo �oats are used to examine subsurface characteristics - primarily, they are used to

examine mixed layer depths and isopycnal displacements. Argo pro�les are accessed from

U.S. Global Ocean Data Assimilation Experiment (USGODAE) (https://www.usgodae.

org/argo/argo.html). Mixed layer depths for individual Argo pro�les are taken from the

Argo pro�le mixed layer depth product (Holte et al. 2017).

Nutrient information is taken from climatological nitrate data for the World Ocean Atlas

2018. (Garcia et al. 2019) Climatological monthly means of nitrate are given on 1◦x1◦

spatial resolution at standard depth levels (47 depth levels in the upper 1000 meters). For

the purposes of this analysis, the nitracline shall be de�ned as the depth where NO−13 exceeds

1 µmol kg−1.

The Glob-Colour ocean color dataset is a merged product of the various ocean color sensor

platforms in use during the operational periods, such as SeaWIFS (Sea-Viewing Wide Field of

View Sensor), MERIS (Medium Resolution Imaging Spectrometer), MODIS (Moderate Res-

olution Imaging Spectrometer) Aqua, VIIRS (Visible Infrared Imaging Radiometer Suite),

and OLCI-A (Ocean Land Color Instrument), giving the advantage of improved temporal

and spatial coverage. The 0.25◦ x 0.25◦ gridded product of daily data was chosen. For the

purposes of this study, the analysis is restricted to the period of January 2004 to December

2017, as this provides spatial and temporal resolution consistency with the SSH data set.
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From this Glob-Colour product, the following data are accessed: a) near-surface chlorophyll-

a (chla) merged using the Garver-Siegel-Maritorena (GSM) (Maritorena et al. 2002) method

for type 1 waters; b) di�use attenuation coe�cient of downwelling irradiance at 490 nm

(kd(490)), which can be used as a measure of turbidity, while the inverse of the coe�cient gives

a measure of how deep the satellite is able to "see"; c) photosynthetically available radiation

(PAR) between 400 and 700 nm, which is a measure of how much solar energy reaches the

ocean and is available for photosynthesis. The GSM method is a semi-analytic technique for

calculating and merging data from multiple sensors, and was tuned using chlorophyll data

in the range of 0.02-10 mg m−3. It should be noted that while the method has no theoretical

limits, the range of values observed in the regional seasonal background chlorophyll levels

approaches the bottom limit of this range. A combination of these parameters is used to test

for changes in light penetration depth and any chlorophyll changes due to photoacclimation,

which is the adjustment of intracellular pigmentation compensating for changing ambient

light levels (Behrenfeld et al. 2005).

4.2.2 Methods

While the Glob-Colour product provides improved spatial and temporal coverage by drawing

upon the data from multiple sensors, the data can still have gaps due to lack of coverage for

a speci�c day or from cloud coverage preventing observation of an area. To help �ll the gaps,

a spatio-temporal smoothing of the data is performed. First, the chlorophyll data are log10

transformed to account for the skewed distribution of chlorophyll measurements (Campbell

1995). Following this, a three-dimensional convolution with a 2nd-order Lanczos window

is then applied to the data to help interpolate between points. The Lanczos window has a

7-day temporal half-width and a 0.5 degree half-width in the latitudinal and longitudinal

directions, respectively. Additionally, the interpolated data point is only used if the summed

weight given to the nearby observations exceeds the maximum weighted point in the window,

i.e., the point at which the interpolation occurs; if the summed weight of the points for which

data are available is not larger than the maximum weight, then the point is left as a missing
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gap. This is done to ensure that any interpolation is su�ciently robust, and not done by an

interpolation from the points only at the edge of the window.

After �lling the data gaps, additional processing of the chlorophyll data is done to at-

tempt to remove small-scale, high-frequency signals which are not associated with mesoscale

dynamics. This can include signals associated with intermittent bloom events (He et al.

2016a) or events associated with �lament structures along submesoscale instability fronts

(Zhang et al. 2019). First, the data are temporally smoothed using a 2nd-order Lanczos

�lter with a 30-day half-width. Next, a 2nd-order Lanczos �lter with a 1-degree half-width

is applied in the longitudinal and latitudinal directions.

The chlorophyll data are log-transformed back to linear concentrations (chla), and a

spatial high-pass Lanczos �lter with a 6-degree half-width is applied to isolate the mesoscale

features (chla'), removing larger basin-scale signals (chla), such as seasonal background levels.

chla' = chla − chla (4.1)

The residual from this �ltering, being the low-pass Lanczos �ltered data, is retained to give a

measure of the background chlorophyll state, which permits basin-wide chlorophyll changes

such as a seasonal cycle. These methods follow similar work by others observing mesoscale

features (Chelton et al. 2011; Gaube et al. 2014; He et al. 2016a,b). These �ltering processes

are also applied to kd(490), while the last step of spatial high-pass �ltering is also applied

to SSH, geostrophic velocities, and wind stress data for consistency. The �ltering process

allows the retention of the chlorophyll anomalies (chla'), the background, seasonally-varying

chlorophyll (chla), and the normalized chlorophyll anomalies (<chla>), which is the ratio of

the chlorophyll anomaly to the background chlorophyll.

<chla> =
chla'

chla
(4.2)

Figure 4.1a shows the global patterns of the cross-correlation between near-surface chlorophyll-

a anomalies and sea surface height anomalies, recreated following (Gaube et al. 2014). Figure

4.1b provides a closer look at the patterns within the South Paci�c, with the eddying region
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of the South Paci�c STCC highlighted within the black box, which runs from 165◦E-130◦W

and 22◦S-28◦S. In the STCC, there is a predominantly positive <chla>-ssh correlation in the

eastern half of the box while the western half of the box has no clear positive or negative

pattern. For this reason, the analysis in this paper will divide the STCC region into an

eastern and western analysis region. The western region extends from 165◦E to 170◦W

and the eastern half extends from 160◦W to 130◦W. To examine the seasonal and regional

di�erences in chlorophyll response to eddies, the following analyses are performed:

1. A Hovmueller diagram of <chla> across a latitudinal band (22◦S-28◦S) is created to

reconstruct a seasonal cycle while also examining some spatial variability. This is done

separately for cyclones and anticyclones. To do so, the average chlorophyll anomaly

within all cyclones(anticyclones) within a 5-degree longitude box for a given month are

binned to �nd the average anomaly.

2. Composite averages of the <chla>, ssh, geostrophic velocities, and wind stress �elds can

be made. The composites are made by using the eddy track atlas to identify the location

of the eddy center and the size of the eddy (eddy radius). For each instance of an eddy,

the distance from the eddy center is normalized by the eddy radius, the x-y coordinate

axes are aligned perpendicular to the strongest local background chlorophyll gradient,

and data within ±2 eddy radii are used to create the composites (i.e., data from ± 2

eddy radii in the x and y-direction). In the normalization, 0 is the eddy center, and ±1

is the edge of the eddy. This method allows for the construction of eddy composites

from eddies of various sizes, and is frequently used in studies of eddy anomalies.

(Chelton et al. 2011; Dawson et al. 2018; Dufois et al. 2016, 2017; Frenger et al. 2018;

Gaube et al. 2013, 2014, 2015; He et al. 2016a; Song et al. 2018) Table 4.1 provides

statistical information on the eddies used in creating the composites. For consistency,

the spatial chlorophyll gradient (∇<chla>) is calculated, and the data are rotated

such that the maximum chlorophyll gradient occurring within an eddy decreases in the

positive y-direction (i.e., the chlorophyll decreases from a maximum at the bottom of

the composite to a minimum at the top of the composite). Composites are made onto
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a ±2 eddy-radius window with 1/8 eddy-radius step size for grid resolution. Additional

composites are made of SSH anomalies, geostrophic velocities, and wind stress curl

anomalies. These composites are made over the same spatial region as the chlorophyll

composites and are subjected to the same rotation. In the case of the wind stress curl

composites, the data are rotated such that the large-scale wind �eld is in the positive

x-direction (left to right).

Using the background chlorophyll data and the Aviso geostrophic velocity data, com-

posites are made of the material derivative of chlorophyll (D(chla)/Dt). The material

derivative is the sum of the local time rate of change and the advection of the signal

gradient.

D(chla)

Dt
=

∂

∂t

(
chla

)
+ u · ∇

(
chla

)
(4.3)

In this equation, the time derivative is the local rate of change. u is the geostrophic

velocity vector and ∇(chla) is the chlorophyll gradient, with u ·∇(chla) representing

the advection of the chlorophyll gradient. The advection of the chlorophyll gradient by

geostrophic velocity includes the advection of both the background chlorophyll (chla)

and the chlorophyll anomaly (chla'). The time derivative of chlorophyll is calculated

using a central di�erencing scheme in time. The chlorophyll gradients are calculated

using forward di�erencing in space. The material derivative can then be normalized by

the background chlorophyll gradient to create D(chla)/Dt. Composites of D(chla)/Dt

are constructed to explore the e�ect of the advection of background chlorophyll by

eddies on the observed chlorophyll anomalies.

From the composites of chlorophyll anomalies and the chlorophyll material derivative,

the monopole/dipole structure is found. Following He et al. (2016a), the monopole

structure is found by calculating the radially averaged signal from each composite.

The dipole structure is taken as the residual after the monopole structure is removed

from the original composite.
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The eddy-composites are averaged by month. In connection with the Hovmueller

diagrams, these can illustrate how the structure of the chlorophyll anomaly response

changes by region, by season, and by eddy type.

3. Eddy composites are separated into their monopole and dipole structures for the

<chla> and D(chla)/Dt. Monthly composites are combined into 3-month quarterly

averages, with the quarterly periods centered on the month of the maximum of ampli-

tude in the seasonal reversal. For example, if the yearly average cyclonic <chla> for a

region is positive, and the region experiences a large negative value (i.e., the maximum

magnitude of the seasonal reversal) in July, then the quartile will be centered in July,

with all subsequent quartiles conforming as necessary.

4. Eddy-composites of eddy-Ekman pumping are created for the available time period of

the data. The composites are constructed by quarter, as found for the monopole/dipole

structures, and by eddy type. Eddy-Ekman pumping can be decomposed into surface

current-induced Ekman pumping, vorticity gradient-induced Ekman pumping, and a

planetary gradient-induced Ekman pumping (Gaube et al. 2015). However, for the

purpose of this paper, only the surface current-induced Ekman pumping is considered,

as it typically is of the largest magnitude:

wek =
∇xτ

ρ(f + ζ)
(4.4)

where τ is the surface wind stress, ρ is the reference seawater density of 1025 kg m−3,

f is the Coriolis parameter at the eddy center, and ζ is the local vorticity within

the eddy. In an idealized scenario of constant wind forcing over an eddy, the surface

current-induced Ekman pumping would have a monopole structure with a maximum

magnitude at the eddy center (Martin and Richards 2001).

5. Within each region, the seasonal cycle of nitrate availability as distributed with depth

is found. The nitracline depth, being de�ned as the depth where nitrate exceeds 1
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umol L−1 (NO−3 > 1 µmol kg−1), is calculated for each month. Additionally, this cycle

is explored in relation to monthly values of mixed layer depth, the euphotic layer depth

(zeu), and the averaged nitrate anomalies within mixed layers of eddies. Mixed layer

nitrate concentrations are calculated by determining a monthly averaged mixed layer

depth for anticyclones, cyclones, and outside of eddies from co-located Argo pro�les,

using the Argo MLD database (Holte et al. 2017). This mixed layer depth is then

used with the WOA18 nitrate climatology to calculate the mixed layer depth nitrate

concentration in anticyclones, cyclones, and outside of eddies for any given month.

6. Regionally averaged seasonal changes are examined for background chlorophyll, chloro-

phyll anomalies, and photosynthetically available radiation within the mixed layer

(PARML). Following Morel et al. (2010), PARML is calculated as:

PARML =
1

MLD

∫ 0

MLD

PAR(0)exp(−kd(PAR)z)δz (4.5)

where PARML is related to kd(490) by the following equation, following Morel et al.

(2007):

kd(PAR) = 0.0665 + 0.874kd(490) − 0.00121k−1d(490) (4.6)

Within these equations, kd(490) is the di�use attenuation coe�cient at 490 nm, PAR(0)

is the photosynthetically available radiation at the surface of the ocean, and MLD is

the mixed layer depth averaged regionally and within eddies. To calculate MLD, the

Argo pro�le mixed layer depth product (Holte et al. 2017) is used. Annual cycles of

MLD for the western and eastern regions are constructed for inside and outside of

eddies, and these MLD values are used in equation 4.5 according to each location's

respective case (in cyclones, in anticyclones, or not in an eddy).

A photoacclimation response would show that chla has an inverse response to PARML.

As ambient light levels increase in the summer, phytoplankton are able to respond

85



Table 4.1: Overview of Eddy Statistics for Each Region in the South Paci�c Subtropical

Counter-Current for the time period of January 2004 - December 2017

Parameters
West (165◦W-165◦E) East (160◦E-130◦E)

Anticyclones Cyclones Anticyclones Cyclones

Average N per month 2419 ± 159 2549 ± 156 3279 ± 249 3337 ± 123
Average N* per month 102 ± 7 111± 7 132 ± 11 137 ± 7
Length (km) 100 ± 32 96 ± 32 96 ± 31 93 ± 30
Axial Speed (cm s−1) 24.3 ± 7.6 25.3 ± 7.6 16.7 ± 5.2 17.6 ± 5.4
Max <chla> 6.10 ± 2.66 3.34 ± 1.50 5.90 ± 0.94 -0.64 ± 1.48
Min <chla> -3.14 ± 1.30 -6.17 ± 1.67 0.98 ± 1.54 -5.29 ± 0.78
Max chla' (10

−2 mg m−3) 0.55 ± 0.24 0.53 ± 0.24 0.31 ± 0.05 -0.30 ± 0.03
Min chla' (10

−2 mg m−3) -0.38 ± 0.15 -0.53 ± 0.14 0.03 ± 0.05 -0.02 ± 0.04
Max <chla> Month February August August December
Min <chla> Month September March December July
Min chla (mg m

−3) 0.078 0.026
Max chla (mg m

−3) 0.163 0.062

N is the total number of eddy realizations during a given month.
N* is the number of individual eddies during a given month.
Con�dence intervals (± ranges) are 1 standard deviation for N, N*, Length,
and Axial Speed
Con�dence intervals for <chla>, chla' are 95% intervals, as calculated using
the student's t distribution.

more e�ciently, and require less chlorophyll to sustain photosynthesis. Additionally,

shallow summer mixed layers would constrain waters closer to the surface, where

ambient light levels are the highest. Conversely, the low ambient light in the winter

in combination with deep mixed layers mean that there is less PAR available to

phytoplankton. In this case, phytoplankton may need to produce more chlorophyll

to meet their photosynthetic demands.

4.3 Results

In the South Paci�c STCC, there are distinct separations of the character of the chlorophyll

response to eddies (Figure 4.2). This separation is expected from the inconsistent <chla>-
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ssh anomaly correlation (Figure 4.1b). A summary of the major results are found in Table

4.1. Monthly composites of chlorophyll anomalies in eddies in eastern and western region

are shown in Figures 4.3 and 4.5, respectively, while monopole/dipole quartile composites of

<chla> and D(chla)/Dt for the eastern and western region are shown in Figures 4.4 and 4.6,

respectively. Seasonal cycles of chla, chla', and PARML are shown in Figure 4.9.

In the eastern portion of the STCC, there is a consistent chlorophyll anomaly response

throughout the year, with maximum anomalies occurring during the austral winter. Cy-

clones(anticyclones) consistently have negative(positive) chlorophyll anomalies. This is con-

sistent with the positive <chla>-ssh correlation in the region. The magnitude of the chla'

is largely in phase with the seasonal variability of the background chlorophyll (chla), which

reaches a maximum of 0.062 mg m−3 in August, during the austral winter. The chlorophyll

anomalies, chla', can reach a maximum magnitude of 0.0031 mg m−3 in August and -

0.0030 mg m−3 in July for anticyclones and cyclones, respectively. The normalized peak

anomalies (<chla>) are 5.90%± 0.94% and -5.29%± 0.78% of the background chlorophyll for

anticyclones and cyclones, respectively (Figure 4.3). It should be noted that the magnitudes

of these anomalies are low when compared to the tuned range of the GSM method. This

highlights the advantage of the eddy-centric composites, in which the mesoscale eddy signal,

even at low relative signal, can be observed.
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Figure 4.2: Hovmueller x-t diagram of normalized chlorophyll anomalies (<chla>) by month.

The x-t diagram is averaged between 22◦S - 28◦S, binned into 5 degree longitude boxes from

165◦E to 130◦W. This region is the boxed area seen in Figure 4.1b.

Composites of <chla> and D(chla)/Dt for the eastern STCC are shown split into a

monopole/dipole structure, with the intensity of those structures varying throughout the

year (Figure 4.4a). The composites are grouped into quarterly periods, with the peak

anomaly period centered around September. The monopole/dipole structures for the east-

ern STCC show a consistent pattern throughout the year. Cyclones(anticyclones) have

a negative(positive) chlorophyll anomaly throughout the year, which peaks to a maximum

magnitude in July/August, during the austral winter. The magnitude of the dipole structure

is calculated as the average of the absolute value of the <chla> within 1 eddy radius. The

monthly average of the monopole/dipole magnitudes in cyclones and anticyclones is shown in

Figure 4.4b. The magnitude of the dipole anomalies is similar for cyclones and anticyclones,

and remains at approximately 1-2% of chla throughout the year. The magnitude of the dipole

is of the same magnitude of the monopole during the austral summer, and is roughly half

of the monopole signal during the austral winter. The D(chla)/Dt dipole pattern strongly

resembles that of the chlorophyll anomaly dipole pattern, with a reversed anomaly sign. This

is indicative that the dipole pattern observed is largely due to advection of the background

chlorophyll gradient. The D(chla)/Dt monopole pattern is dominated by the background

88



seasonal signal, with an increasing signal during the fall/winter and decreasing during the

spring/fall.

Figure 4.3: Composites of normalized chlorophyll anomalies in eddies in the eastern South

Paci�c STCC (160◦W-130◦W) by month, as a percent of the background chlorophyll level.

Anticyclones are shown by month in the left half of the �gure, while cyclones are shown

by month in the right half of the �gure. The black circle indicates one eddy radius from

the center. The arrows are calculated geostrophic velocity vectors, as calculated from sea

surface height anomalies. The colorbar indicates the normalized chlorophyll anomaly, given

as a percent of the large scale, background chlorophyll signal. Above each composite, the

number of daily eddy composites used for each monthly average is given as N, while the

number of individual eddies, which persist throughout the month, is given as N*. For the

purposes of conservative e�orts in estimating con�dence intervals, seen in Figure 4.4, N* is

used in an estimate of the number of degrees of freedom. For statistical characteristics of

the eddies used in composites, refer to Table 4.1.
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Figure 4.4: a) Composites by quarterly period for the eastern South Paci�c STCC (160◦W-

130◦W). Anticyclones/cyclones are shown in the left/right halves of the �gure, respectively.

Quarterly periods are as follow: FMA = February - April, MJJ = May - July, ASO =

August - October, NDJ = November - January. The top row is the monopole structure of

the normalized chlorophyll anomaly, with the dipole structure shown on the second row. The

colorbar for these composites is the normalized chlorophyll anomaly, given as a percent of

the large scale, background chlorophyll signal. The third and fourth row show the monopole

and dipole structure, respectively, for the Lagrangian derivative D
Dt
(chla) of normalized

chlorophyll anomalies. The colorbar for these composites is a normalized chlorophyll rate of

change, given as a percent of the large scale, background chlorophyll signal per day. The black

circle indicates one eddy radius from the center. b) The bottom �gure shows the relative

magnitude of the monopole/dipole structure, by month, by eddy type. Anticyclones/cyclones

are indicated by the red/blue lines, and monopole/dipoles are indicated by the solid/dashed

lines. This monthly time series indicates the magnitude of the monopole and dipole structure

within cyclones and anticyclones. The shaded red and blue areas indicate the 95% con�dence

interval for the monopole structures, using a standard t distribution, where N* degrees of

freedom are taken as the number of individual eddies used in each composite (see Figure
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In the western portion of the STCC, a very di�erent pattern is observed. From January to

June, cyclones (anticyclones) have weakly negative (positive) anomalies, whereas from July

to December, cyclones (anticyclones) have positive (negative) anomalies. During the austral

spring (August to October), the greatest magnitude anomalies occur, as seen in Figures 4.5

and 4.6. The chlorophyll anomaly averaged within one eddy radius ranges for cyclones is

-0.0053 mg m−3 in March to 0.0053 mg m−3 in August. The range for anticyclones is 0.0055

mg m−3 in February to -0.0038 mg m−3 in September. As the background chlorophyll levels

vary seasonally from 0.0780 mg m−3 in December to 0.1630 mg m−3 in August, this results

in a normalized chlorophyll anomaly of -6.17% ± 1.67 to 3.34% ± 1.50% for cyclones and

6.10% ± 2.66% to -3.14% ± 1.30% for anticyclones. Note that the seasonal variability in

the chlorophyll anomalies is out of phase with the seasonal variability of the background

chlorophyll. The magnitude of the dipole structure ranges between 2.0-3.0% throughout the

year, and is typically of the same magnitude as the monopole structure during the austral

spring reversal when the dipole magnitude is greater than the monopole magnitude.
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Figure 4.5: Composites of normalized chlorophyll anomalies in eddies in the western South

Paci�c STCC (165◦E-170◦W) by month, as a percent of the background chlorophyll level.

Anticyclones are shown by month in the left half of the �gure, while cyclones are shown

in the right half of the �gure. The black circle indicates one eddy radius from the center.

The arrows are calculated geostrophic velocity vectors, as calculated from sea surface height

anomalies. The colorbar indicates the normalized chlorophyll anomaly, given as a percent of

the background, large scale chlorophyll signal. Above each composite, the number of daily

eddy composites used for each monthly average is given as N, while the number of individual

eddies, which persist throughout the month, is given as N*. For the purposes of conservative

e�orts in estimating con�dence intervals, seen in Figure 4.4, N* is used in an estimate of the

number of degrees of freedom. For statistical characteristics of the eddies used in composites,

refer to Table 4.1.
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Figure 4.6: a) Composites by quarterly period for the western South Paci�c STCC (165◦E-

170◦W). Anticyclones/cyclones are shown in the left/right halves of the �gure, respectively.

Quarterly periods are as follow: FMA = February - April, MJJ = May - July, ASO =

August - October, NDJ = November - January. The top row is the monopole structure of

the normalized chlorophyll anomaly, with the dipole structure shown on the second row. The

colorbar for these composites is the normalized chlorophyll anomaly, given as a percent of

the large scale, background chlorophyll signal. The third and fourth row show the monopole

and dipole structure, respectively, for the Lagrangian derivative D
Dt
(chla) of normalized

chlorophyll anomalies. The colorbar for these composites is a normalized chlorophyll rate of

change, given as a percent of the large scale, background chlorophyll signal per day. The black

circle indicates one eddy radius from the center. b) The bottom �gure shows the relative

magnitude of the monopole/dipole structure, by month, by eddy type. Anticyclones/cyclones

are indicated by the red/blue lines, and monopole/dipoles are indicated by the solid/dashed

lines. The monthly time series indicates the magnitude of the monopole and dipole structure

within cyclones and anticyclones. The shaded red and blue areas indicate the 95% con�dence

interval for the monopole structures, using a standard t distribution, where N* degrees of

freedom are taken as the number of individual eddies used in each composite (see Figure
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Using the same quartile periods as for chlorophyll anomalies, composites of the quarterly

averaged eddy-Ekman pumping within eddies are constructed (Figure 4.7a). The magnitude

of the eddy-Ekman pumping ranges between 1-4 cm day−1 for both cyclones and anticyclones,

and is consistent with expectations for surface current-induced pumping. The averaged eddy-

Ekman pumping is typically stronger in the western region as compared to the eastern region,

particularly during the austral summer months. This weaker observed eddy-Ekman pumping

in the eastern region could be caused by weaker eddy currents, as the eastern STCC typically

has lower average eddy energy (Qiu et al. 2008; Travis and Qiu 2017). This can also be seen

in the average axial speed of the eddies (Table 4.1). There is no distinct seasonality to the

pumping (Figure 4.7b), as well as no seasonal reversal which by itself could cause the observed

seasonal reversal of the character of the chlorophyll anomalies within eddies. However, it can

be conjectured that the downwelling(upwelling) in cyclones(anticyclones) generated by the

eddy-Ekman pumping can be an important contributor to the nutrient supply in the eddies,

and can complement the e�ect of the mixed layer depth anomalies. Indeed, an estimate of

the relative importance can be made using a mixed layer nitrate �ux budget equation.

∂N

∂t
= − 1

HMLD

(
NMLD −NB

)(∂HMLD

∂t
+ wEk

)
(4.7)

In this equation, ∂N/∂t = the change of nitrate in the mixed layer, HMLD = the mixed

layer depth, NMLD = the average nitrate concentration in the mixed layer, NB = the nitrate

concentration 2 m below the base of the mixed layer, ∂HMLD/∂t = the change in mixed

layer depth, and wEk = the eddy-Ekman pumping velocity. From this equation, we provide

an estimation of the magnitude of ∂HMLD/∂t to wEk to assess their relative importance. In

Figure 4.8, we can see that the mixed layer deepens at a maximum rate of roughly 30-50

cm day−1. When compared to the average Ekman pumping magnitude of 1-4 cm day−1,

the entrainment of deeper nutrients from a deepening mixed layer overwhelms the Ekman

pumping for most of the year.
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Figure 4.7: a) Ekman pumping anomalies within eddies in the South Paci�c STCC. Wind

stress data are taken from QuikSCAT data covering the time range from January 2000 to

December 2008. Composites by quarterly period are taken to match that of the chlorophyll

anomalies. The left(right) side shows the composites for the western(eastern) STCC, while

anticyclones(cyclones) are shown in the top(bottom) row of composites. The black circle

indicates one eddy radius from the center. The colorbar indicated the strength of the eddy-

Ekman pumping in cm day−1. b) The monthly time series shows the magnitude of the

eddy-Ekman pumping. Cyclones(anticyclones) are indicated by the blue(red) lines, while

the western(eastern) composites are indicated by the solid(dotted) lines.

Subsurface information relevant to the eddies in the region and the availability of light and

nutrients necessary to stimulate primary production are shown in Figure 4.8. Throughout

the STCC, the mixed layer depth of cyclones is shallower than anticyclones, with maximum

mixed layer depths (MLDs) occurring in July. In the western STCC, anticyclones reach

a maximum depth of approximately 80 m, while cyclones have a maximum depth around

60 m. In the eastern STCC, anticyclones reach a maximum depth of 95 m and cyclones

reach a maximum depth of 70 m. Between the western and eastern portions of the STCC,

there are signi�cant di�erences in the euphotic layer depth (zeu) and in the nitracline

depth. The average western euphotic layer depth is approximately 100 m, while the eastern
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euphotic layer depth is approximately 130 m. Lastly, the western nitracline changes from

approximately 100 m in the summer to 125 m in the winter, while the eastern nitracline

remains relatively constant at approximately 150 m. Note that while the choice of nitracline

de�nition determines the observed depth, the pattern remains even with a di�erent choice

of nitracline de�nition. For example, at a lower de�nition of nitracline of 0.2 µmol kg−1

instead of 1 µmol kg−1, the eastern nitracline is approximately 50-75 m deeper than the

western nitracline. The averaged mixed layer nitrate concentration is shown in Figures

4.8c and 4.8d, while mixed layer nitrate concentration anomalies located within eddies as a

percentage of the background mixed layer nitrate concentrations are shown in Figures 4.8e

and 4.8f. It should be noted that there are some unexpected �uctuations in the eastern

STCC average mixed layer nitrate concentration, with a nitrate peak occurring during the

summer months. This unexpected �uctuations peaks around 0.25 µmol kg−1, which is a

relatively low concentration compared to our nitracline de�nition, but highlights the need for

direct seasonal measurements. Current mixed layer nitrate concentrations are inferred from

observed mixed layer depths with climatological nitrate levels, but more direct observations

would help to quantify observed nitrate levels and nitrate �uxes. It can be seen that the

deeper mixed layers of the anticyclones in the western STCC lead to a largest monthly

nitrate anomaly across the entire STCC region, in both cyclones and anticyclones, with peak

nitrate anomalies in cyclones(anticyclones) of approximately -5%(10%) during the austral

spring. In the eastern STCC, the low nitrate levels mean that there is minimal nitrate

concentration anomalies throughout the year, with concentration anomaly magnitudes of

1-2%. The combination of changing light and nutrient availability are the most likely drivers

of the changing near-surface chlorophyll response to eddies observed (Figure 4.2).
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Figure 4.8: Figures a) and c) correspond to the western STCC (165◦E - 170◦W, 22◦S-28◦S),

while b) and d) correspond to the eastern STCC (160◦W-130◦W, 22◦S-28◦S). Nitrate levels

(NO−3 ) in the STCC region are divided into a) western STCC and b) eastern STCC, and

averaged by month. The colorbar indicates nitrate concentrations throughout the water

column, given as µmol kg−1, and as taken from World Ocean Atlas 2018 climatologies

(WOA18). The mixed layer depth for anticyclonic and cyclonic eddies are given as the

orange and blue lines, respectively. The nitracline, de�ned as where NO−3 exceeds 1 µmol

kg−1 is shown by the red line. The euphotic layer depth (zeu) is shown by the black line. A

monthly time series of nitrate concentration calculated within the mixed layer (c and d) and

nitrate concentration anomalies within eddies (e and f) is shown
. Nutrient anomalies are calculated as the percent di�erence of nitrate concentrations in
the mixed layers within eddies from the nitrate concentrations in the mixed layers outside

of eddies.

Figure 4.9 illustrates the comparative changes in background chla on a seasonal cycle

(Figures 4.9a, 4.9b), the relative changes of anomalous chla on a seasonal cycle (Figures

4.9c, 4.9d), and changes in the photosynthetically available radiation within the mixed layer

(PARML) (Figures 4.9e, 4.9f). The parameters for the western STCC are shown in the left
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column (Figures 4.9a, 4.9c, 4.9e), while the eastern STCC is shown in the right column

(Figures 4.9b, 4.9d, 4.9f).

Figure 4.9: Figures a), c), and e) correspond to the western STCC (165◦E - 170◦W, 22◦S-

28◦S), while b), d), and f) correspond to the eastern STCC (160◦W-130◦W, 22◦S-28◦S). a)

and b): Seasonal cycle of the averaged cycle of near-surface chlorophyll (chla). c) and d):

The chla anomalies in cyclones and anticyclones. e) and f): Photosynthetically available

radiation within the mixed layer (PARML). The regionally averaged PARML is given by the

green line, while the PARML within cyclones(anticyclones) is given by the blue(red) lines,

respectively.

For the western STCC, the background chlorophyll concentration (chla) ranges from 0.078

mg m−3 in December to 0.163 mg m−3 in August, amounting to a 109% increase from the

seasonal minimum to the seasonal maximum. PARML in the region ranges from 13.8 to 34.5

ein m−2 day−1. For the eastern STCC, chla ranges from 0.029 mg m−3 in December to 0.062

mg m−3, creating a 114% increase. PARML in the eastern STCC ranges from 17.0 to 42.0

ein m−2 day−1. In both the western and eastern STCC, the seasonal changes in chla are

inversely correlated with PARML (western correlation = -0.77, eastern correlation = -0.93).

98



4.4 Discussion

The spatially and temporally complicated near-surface chlorophyll signal in the presence of

mesoscale eddies in the South Paci�c Subtropical Counter-Current highlights the di�culty

in characterizing an expected physical-biological response. Within any region, there can be

signi�cant variability throughout the year in the characterization of the environment in which

eddies are found. As seen in the South Paci�c STCC, even moving across a region in which

eddy activity is largely the result of a single driver, namely baroclinic instabilities (Travis

and Qiu 2017), there can be a shift in the character of the response to the same eddies.

Globally, this creates the possibility that there are areas in which this seasonally-reversing

biological response have been overlooked.

To identify regions which could exhibit a seasonal reversal of the type of chlorophyll

response to the presence of eddies, a <chla>-ssh anomaly correlation is calculated for each

month (σ(month)). From these correlations, the maximum and minimum correlation among

each of the 12 months found at a grid point are multiplied together.

σmax,min = max
(
σ(month)

)
∗min

(
σ(month)

)
(4.8)

This combined correlation will always be positive if the maximum and minimum corre-

lations among the months are the same sign (i.e., always a positive or always a negative

correlation). The combined correlation will only be negative if the maximum and minimum

correlations among the months are of opposite sign. In this case, SSH and chla anomalies

are positively correlated for part of the year and negatively correlated for part of the year.

In Figure 4.10, σmax∗min is binned into 3-degree x 3-degree grids.
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Figure 4.10: The multiplied max-min correlations by month (σmax,min) are gridded into 3deg

x 3 deg boxes. The colorbar is the multiplied correlation coe�cent (σmax,min = σmax *

σmin), where σ is the correlation coe�cient for any given month. Regions with a seasonally

consistent <chla>-ssh anomaly correlation are shown in red. Regions with a seasonal switch

of the sign of the correlation (positive and negative correlations throughout the year) are

shown in blue, and are areas of a possible reversal of the sign of the chlorophyll anomaly

response to eddies. Possible regions of interest are highlighted by the black boxes.

A number of regions with negative combined correlations are identi�ed, as seen in Figure

4.10, and are indicative of seasonal reversal of the chlorophyll response to eddies. Some

of the identi�ed regions are the South Paci�c STCC, the South Indian STCC, the ACC,

the North Paci�c STCC, the North Atlantic STCC, and the South Atlantic STCC, and are

highlighted by the black boxes in Figure 4.10. A common feature among these currents,

with the exception of the ACC, is that they lie near the boundary between typically highly

oligotrophic regions and relatively more productive waters. Recent work in the ACC (Song

et al. 2018; Dawson et al. 2018) also observed a seasonal variation in the type of chlorophyll

anomaly response to eddies, emphasizing the importance of changing mixed layer depths and

nutrient availability in determining the expected physical-biological response to eddies.

Seasonal cycles of chlorophyll anomalies within mesoscale eddies for a number of the above

listed regions are shown in Figure 4.11. From the �gure, it can be seen that magnitude of the

anomalies and the timing and duration of the seasonal reversal is highly variable among the

regions. This is indicative of the large number of factors that could be a�ecting the physical-

biological responses, and driving the seasonal reversal. For instance, we see the seasonal
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reversal of the anomalous chlorophyll signal in the winter/spring in the South Paci�c STCC

(Figure 4.2), whereas in the South Indian STCC (Figure 4.11a, 4.11b), the reversal occurs

during the summer. In the South Indian STCC, it has been observed that an anomalous

summer bloom to the east of Madagascar is associated with a change in phytoplankton

community structure, moving to nitrogen-�xing phytoplankton (Poulton et al. 2009), and it

has been explored as to whether the bloom is fertilized by iron from Madagascar (Srokosz

et al. 2015). It is unknown how this shift in community structure would manifest within the

eddying �ows, and warrants further investigation. This region is also demonstrative of the

need to look more deeply into each of the regions highlighted in Figures 4.10 and 4.11.
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Figure 4.11: Hovmueller x-t diagrams of normalized chlorophyll anomalies (<chla>) by

month for the regions highlighted in Figure 4.10 by the black boxes. Hovmueller diagrams

for the South Paci�c STCC can be found in Figure 4.2, while the ACC diagrams are not

included. The left column shows the anomalies for anticyclones and the right column shows

the anomalies for cyclones. The colorbar is the normalized chlorophyll anomaly, given as a

percent of the large scale, background chlorophyll signal. a) and b): South Indian STCC

(50◦E - 110◦E, 22◦S-30◦S). c) and d): North Paci�c STCC (150◦E - 150◦W, 24◦N-30◦S). e)

and f): North Atlantic STCC (75◦W - 35◦W, 28◦N - 34◦N). g) and h): South Atlantic STCC

(40◦W - 10◦E, 24◦S - 30◦S).
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4.5 Summary

By isolating near-surface chlorophyll at the mesoscale length scales, the physical-biological

e�ect of eddies can be seen from satellite data. In the South Paci�c STCC, this signal is

found to be highly spatially and temporally complicated. In the east, chla' in mesoscale

eddies exhibit a response consistent with a nutrient-limited regime throughout the year. In

the west, the chlorophyll signal indicates a seasonally inconsistent response, with alternating

positive/negative anomalies with the changing seasons. Cyclones (anticyclones) exhibit a

negative (positive) response signal during the summer months and a positive(negative) signal

during the winter months. This pattern is consistent with a nutrient-limited regime during

the summer months and a light-limited regime during the winter months.

Examining seasonal trends in climatological nutrient availability across the STCC gives

evidence to support these observed patterns. In the eastern STCC, the deep nitracline

exceeds 150 meters throughout the whole year, with the euphotic zone extending down to

120-130 meters throughout the year. As the seasonally-varying mixed layer ranges from

roughly 30 meters for all eddies in the summer to 100 meters for anticyclones and 80 meters

for cyclones, it is observed that the mixed layer depth is consistently shallower than the

euphotic zone and the nitracline. In this area, the chlorophyll anomaly patterns are consistent

with the expected response for a region where nutrient availability within the mixed layer is

the limiting factor.

A very di�erent pattern emerges in the western STCC. The nitracline is shallower,

with typical depths between 90-120 meters and a maximum(minimum) during the win-

ter(summer). This is also approximately the range of the euphotic zone, which has a

maximum during the summer and a minimum during the winter. During the summer months,

the mixed layer depth is at a minimum, and typically 20-40 meters deep. During this time,

there is low nitrate concentration within the mixed layer for both eddy types. In the winter,

the deeper mixed layers are able to reach down below the euphotic zone and access the deeper

nutrient pool. In this case, higher nutrient availability and deeper mixing below the euphotic

zone provide the conditions to shift the character of the environment to one consistent with
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a light-limited regime for chlorophyll anomalies. This is also supported by the lower overall

PARML found throughout the western STCC as compared to the eastern STCC, as well as

lower PARML within anticyclones as compared to cyclones.

Taking into account all of these patterns, the changing near-surface chlorophyll response

in the presence of eddies in the western STCC can be explained. If the character of the

environment of the western STCC were the same as that of the eastern STCC, we would

expect to see chlorophyll anomaly patterns consistent with nutrient limitation in the mixed

layer, i.e., positive anomalies in anticyclones and negative anomalies in cyclones. Light-

limitation would produce a reversed pattern, i.e., negative anomalies in anticyclones and

positive anomalies in cyclones. The deeper mixed layers of anticyclones would decrease

average light levels, leading to decreased productivity, and subsequently, lower chlorophyll

levels, while the opposite would happen in cyclones. In the western STCC, the observed

chlorophyll anomaly patterns in the region are consistent with nutrient-limitation through-

out the summer, when shallow mixed layers keep the deep nutrient supply isolated from

the surface. During the winter, however, the mixed layer deepens, increasing the nitrate

concentrations throughout the mixed layer. The mixed layer deepens beneath the euphotic

layer, and it is inferred that the regime switches to being light-limited. This switch from

a nutrient-limited regime to a light-limited regime causes the reversal in the anomalous

chlorophyll response found within eddies in the region. This is contrasted with the eastern

STCC, where the region is inferred to be nutrient-limited throughout the whole year. The

nitracline in the eastern STCC is about 25-50 meters deeper than the western STCC, and

remains isolated from the surface for the whole year. Because the region remains in a

nutrient-limited regime, the character of the anomalous response is consistent throughout

the year.

There are a number of e�ects and mechanisms that have not been accounted for in this

work, such as the changes in the deep chlorophyll maximum which may not be observable by

satellites (McGillicuddy et al. 2007), submesoscale dynamics (Zhang et al. 2019), and preda-

tion mechanisms, to name a few. For instance, top-down dynamics, such as predator grazing,
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would not be distinguishable in the chlorophyll anomaly signals, and would complicate e�orts

to assess the potential for new production. Despite these limitations, this work highlights

the need for taking into account all dynamics, including regionally and seasonally changing

dynamics, when characterizing the physical-biological response to the presence of mesoscale

eddies. Observational studies utilizing subsurface data, including data for Bio-Argo �oats,

such as those done by Dufois et al. (2017) and by Mignot et al. (2014), will be increasingly

important in characterizing the dynamics within eddies in a region. The characterization of

the mesoscale physical-biological response will require a careful understanding of the state

of the ocean and all of the limiting factors involved, and increasing observational capabilities

will improve our understanding of these factors and the dynamical processes which e�ect

them.
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CHAPTER 5

CONCLUSIONS

5.1 Summary

Mesoscale eddy activity within the South Paci�c Subtropical Counter-current has been

examined on decadal timescales, and seasonal patterns of the near-surface signatures of a

chlorophyll response to the presence of these eddies has been identi�ed. Eddy variability was

investigated through the use of satellite altimetry data, while subsurface characteristics were

described by using a combination of observational data from Argo buoys and ocean reanalysis

(ECMWF ORAS4 and ORAS5) and ocean state products (ECCO2). Investigation into the

near-surface chlorophyll response used the Glob-Colour merged satellite data product to

optimize temporal and spatial coverage.

Decadal variability has been shown to be connected to low-frequency (< 1 yr−1) changes

in the strength of the baroclinic growth rate in the region. By idealizing the region using a

2-1/2 layer model, changes in the strength of the baroclinic growth rate can be understood

through changes in the vertical shear and strati�cation in the system. A Taylor series

expansion about the mean state allows for a quanti�cation of the relative in�uence of the

two terms, with approximately 66% of the baroclinic growth rate variability being caused by

shear changes and 34% of the variability being caused by strati�cation changes. Additional

decomposition was made to �nd the contributions of the changing temperature and salinity

�elds to the changes in shear and strati�cation. For both shear and strati�cation, the salinity-

induced variability has peak magnitudes of roughly 50-75% that of the temperature-induced

variability.

The decadal variability of the baroclinic growth rate, and subsequently, the eddy activity,

can be further explored by understanding the dynamical processes leading to the observed

changes. This is done through the use of the ECCO2 ocean state model, which is dynamically

and thermodynamically consistent, allowing for temperature and salinity budgets to be
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created. In this set-up, changes in net surface heat �ux, net surface moisture �ux, and

advective �ux convergence are calculated to identify the contributions of each of these

forcing terms to total variability in the baroclinic growth rate. From this analysis, it was

found that advective �ux convergence is the most signi�cant contributor to total variability,

with advective �ux convergence of salinity gradients being slightly more impactful than

that of temperature gradients. The contribution of net surface heat and moisture �ux to

variability in the baroclinic growth rate are roughly equal, with moisture �ux having a

higher correlation. Total salinity-induced variability, through salinity-induced changes to

shear and strati�cation, is found to be much more correlated with baroclinic growth rate

changes (correlation = 0.828) than that due to temperature-induced variability. It is noted

that baroclinic growth rate variations caused by salinity-induced shear and salinity-induced

strati�cation changes are more broad, general patterns, and tend to work constructively.

Conversely, those caused by temperature changes are much more localized, and can alterna-

tively enhance or counteract each other, depending on time and location.

The variability in the surface forcings is found to be strongly correlated to the Interdecadal

Paci�c Oscillation (IPO). An EOF analysis on the region surrounding the STCC band reveals

that the �rst mode of variability, which contains the largest amount of variance, is highly

correlated with the IPO for net heat �ux, net moisture �ux, and wind stress curl. The

manifestation of the IPO signal in the region can be understood through the movement

of the South Paci�c Convergence Zone, which previous studies have shown moves north or

south during positive or negative IPO periods (Folland 2002; Kidwell et al. 2016). During

a negative IPO period, the South Paci�c Convergence Zone moves south and takes on a

more diagonal, northwest-southeast tilt. In this orientation, the SPCZ crosses through the

STCC band study region, and signi�cantly alters patterns of heat �ux and evaporation

and precipitation, as well as altering wind patterns. When the spatial patterns of heat

�ux, moisture �ux, and wind stress curl are examined for anomalies during a positive IPO

versus a negative IPO period, it is found that they largely have the same patterns as wind

convergence anomalies during the same comparison.
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Lastly, it is found that the near-surface chlorophyll response to the presence of eddies

in the region is seasonally and spatially highly variable. The eastern reach of the STCC

band, which lies in the highly oligotrophic South Paci�c Gyre, exhibits patterns with are

consistent with the response expected from mixed layer depth anomaly induced changes

for a nutrient-limited region. In this region, nutrient availability is very low, and the deeper

mixed layers of anticyclones are able to mix nutrients at depth higher into the euphotic zone,

leading to enhanced production, with the opposite occurring in cyclones. This pattern occurs

throughout the entire year in the eastern STCC. In the western STCC, nutrient levels are still

low, but the nitracline is shallower than in the eastern STCC. In this region, the chlorophyll

anomalies are consistent with mixed layer anomalies in a nutrient-limited regime during the

summer, just as in the eastern STCC. However, the patterns reverse during the winter.

Anticyclones are found to have negative chlorophyll anomalies during the winter, which

would be consistent with the expected response from mixed layer depth anomalies in a light-

limited regime. In this pattern, deeper mixed layers in anticyclones can mix phytoplankton

below the euphotic layer, leading to lower averaged light availability for photosynthesis

for individual phytoplankton, decreasing productivity. These patterns are consistent with

estimated nutrient concentrations and light availability within the mixed layer within eddies,

as estimated from Argo buoy derived mixed layer depths, climatological nutrient levels, and

satellite color derived light availability. Additionally, a metric is developed to �nd additional

regions globally in which this observed reversal pattern could occur. There are a number

of regions found across all ocean basins, indicating that areas of eddy-induced chlorophyll

variability could be an overlooked phenomenon.

5.2 Future Directions

This work has provided the basis and context for an important circulation feature in the

western South Paci�c. Studies of low-frequency changes in the eddy activity and the related

forcings on the state of the ocean which lead to the observed variability are important towards

understanding eddies role in total ocean circulation in the region. This context can inform
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studies which would explore related impacts of the eddies themselves on setting the ocean

state.

For instance, it would be of interest to understand what impacts the eddy patterns

themselves play in setting the circulation patterns which are observed. Qiu et al. (2015)

found that sea surface height variability can itself be driven by eddy �uxes, and such e�ects

have not yet been investigated in this region. The additional eddy-induced mass transport

(Zhang et al. 2014) could itself help to modulate the ocean state patterns observed, and future

understanding would bene�t from quantifying this mechanism. Similarly, an investigation

into eddy-mean �ow interactions and the related energy cascades between di�erent length

scales could inform the energy pathways which set total circulation.

Additional investigations of eddy activity in the South Paci�c Subtropical Counter-

current would bene�t from an understanding of how the signi�cant topographic features,

such as the Kermadec Ridge, would in�uence large-scale circulation patterns and the eddies

themselves. It is noted that the regions of the most intense eddy activity as observed from

satellite altimetry lie just to the east of some of the more signi�cant ridges in the area.

It is very likely that topographically-induced forcings, such as steering of ocean currents

or topographically-trapped Rossby wave propagation (Lou et al. 2019) can have signi�cant

impacts on eddy variability. Such a study could combine observational data, such as satellite

altimetry and Argo �oat pro�les, to investigate di�erences in eddy characterstics in the vicin-

ity of the topographic features and further a�eld. A modeling study would complement such

an investigation, providing the capability to explore fully three-dimensional evolution of �ow

characteristics. These studies would focus on local generation and dissipation mechanisms,

as well as the evolution of eddies as they propagate closer to these features.

The observation of a seasonally-reversing near-surface chlorophyll response is an impor-

tant �rst step towards the characterization of eddies role in the ecosystem of the western

South Paci�c. This observation highlights the need to account for multiple controlling

mechanisms which can impact phytoplankton, which can form the base trophic level in

ecosystem analysis. Additionally, unlike the low-frequency studies in eddy activity (Chapters
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2 and 3), which use the assumption of low-frequency baroclinic instability strength variability

to describe changes in eddy activity, this seasonally-reversing mechanism would complicate

any interannual studies of near-surface chlorophyll in eddies. This study (Chapter 4) can

provide the basis for constructing future studies, which can focus on low-frequency signals

in each of the controlling mechanisms, and relate them back to observations.

The impacts of the eddies on biomass in the region would bene�t greatly from increased

sub-surface measurements. Studies by others, such as Dufois et al. (2017), are able to take

great bene�t from the additional information gained from Bio-Argo �oats which are able

to take sub-surface measurements of nutrients, as well as optical parameters which can be

used to estimate phytoplankton abundance. Additionally, a biogeochemical modeling study

of the region could explore the sensitivity of these results to di�erent driving forces. Studies

such as these would be crucial to expanding our understanding of the biological-physical

mechanisms at play in eddies across all regions. These biological-physical studies can also

have important consequences for higher-level ecosystem studies, in which eddies have been

shown to be important habitats for higher trophic levels (Lavelle and Mohn 2010; Morato

et al. 2009; Godø et al. 2012). As we are better able to characterize the physical environments

which phytoplankton reside, studies of these higher trophic levels in the region can be better

informed.

The wide range of complexity across the STCC band provide for a rich region of study

of many di�erent mechanisms. Eddy variability has been shown to be impacted by long-

term changes in the temperature and salinity �elds of the ocean, and the forcings of these

parameters is strongly connected to shifts in IPO and large atmospheric patterns, such as the

South Paci�c Convergence Zone. The region also has very interesting patterns of biological-

physical interactions, which could have signi�cant impact on ecological patterns in the region.

Because of all of this, eddy variability in the STCC provides ample opportunity for the study

of many di�erent phenomenon, and can be a source of many scienti�c gains in the future.
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APPENDIX A

Following Pedlosky and Polvani (1987), the linearized equations for potential vorticity

perturbations, qn, are given as:

( δ
δt

+ Un
δ

δx

)
qn +

δΠn

δy

δψn
δx

= 0 (A.1)

where ψn = the perturbation streamfunction, Un = the zonal mean velocity, and Πn

= the mean potential vorticity, for each layer n (n = 1,2 for a 21/2 layer system). For a

meridionally constant mean zonal �ow, Un, the following relationships are de�ned:

qn = ∇2ψn + (−1)n
(g′nHn

f 2
0

)(
ψ1 − ψ2 −

ρn − ρ1
ρ3 − ρ2

ψ2

)
(A.2)

δΠn

δy
= β − (−1)n

(g′nHn

f 2
0

)(
U1 − U2 −

ρn − ρ1
ρ3 − ρ2

U2

)
(A.3)

In these equations, g′ = ρ2−ρ1
ρ0

g, the reduced gravity for the system, ∇2 = the horizontal

Laplacian operator, ρn = the density of layer n, f0 = the Coriolis parameter at a reference

latitude, β = the meridional gradient of the Coriolis parameter at the same reference latitude.

By seeking normal mode solutions, ψn = Re[ψ̂nexp[i(kx + ly − ωt)], instabilities can be

found when the wave frequency is complex. In this case, the real component of the wave

frequency would be the wave propagation frequency, and the imaginary component would

be the instability growth rate.
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