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ABSTRACT

The scientific objective of this study is to identify the dominant phenomena, their generation

mechanisms, and the corresponding energy pathways that result in 0.5-200 min infragravity

(IG) wave energy in Hale’iwa Harbor, North Shore of O’ahu, Hawai’i. We meet these

objectives with spectral analysis that is applied to sea level and currents data obtained

from historical and recent observations, and high-resolution numerical modeling, inside the

harbor and at the coast. Validation and calibration of the model results with harbor and

coastal observations have confirmed many of our observational results. Furthermore, analysis

of model output from cross-shore and alongshore arrays at several coastal sites has improved

our understanding of the generation mechanisms and dynamics of IG waves at the coast;

and, detailed maps of energy, coherence amplitude, and coherence phase at the coast and

inside the harbor, revealed unique standing wave patterns at several IG periods bands.

Interestingly, the greatest observed variance was found to be in different period bands for

sea level and currents; ∼5-15 min for sea level, and ∼3-8 min for currents. When SS forcing is

non existent, we observe a suite of coastal and harbor modes that could potentially be forced

in different ways (e.g., wind, internal waves). We find that the coastal modes range between

1∼23 min (in agreement with other model studies in that region), and the harbor modes

between ∼40 sec and ∼6 min. The model results further support observations indicating

that the harbor’s gravest mode potentially oscillates at ∼5-6 min.

As the SS forcing increases to high levels, our anticipation was that the energy of the

modes would grow linearly, as was observed in similar studies by others. Surprisingly, we find

that the energetic spectra is predominantly non-modal with uniform levels across a wide band

of IG periods, suggesting that other processes (non-modal) are at least as important. The

observed high spectral levels extend from periods of minutes to several hours, corresponding

to scales much longer than the gravest coastal mode of 23 min. The overwhelming amount of

energy hitting the North Shore coast and the irregularities of the bottom and the coastline,

are likely strong factors in this observed response.
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At periods shorter than ∼30 min under strong SS forcing, we obtained abundant evidence

of bound IG waves offshore of the SS break point, and dominance of free IG waves within

the surf zone. The free IG wave field appears to be mostly composed of leaky waves, but at

one site we also found evidence of short-period (∼45-60 sec) low-mode edge waves. Inside

the harbor, the IG wave field is free, and could be forced by the leaky or edge waves from

the coast. Observational evidence several kilometers from the harbor suggests that a SS-

driven setup mechanism drives energetic coastal oscillations at periods from minutes to hours.

Modeling results much closer to harbor suggest that such a mechanism could potentially force

(T<20 min) oscillations inside the harbor.

Overall, the scientific portion of this study suggests that inside the harbor, coastal

oscillations may be as important as harbor oscillations. This leads us to the conclusion that,

at least for harbors with a similar environment as the one in Hale’iwa Harbor and the North

Shore, understanding the dynamics of energetic harbor oscillations requires understanding

of the dynamics at the coast.

For the practical objective of this study, we developed a forecasting system of energetic

0.5-40 min IG oscillations that result in large sea level amplitudes and strong currents in

Hale’iwa Harbor. Observations of sea level offshore of the harbor and sea level and currents

inside the harbor are used to determine a statistically-optimal relationship between offshore

SS forcing and harbor IG response. Using this we establish transfer functions relating the

offshore sea level with the harbor currents. Given an input of sea level forecast at an

offshore site, the transfer functions are used to generate a forecast of surge currents inside

the harbor. This output is expressed in terms of an index that, compared against threshold

levels, provides a sense of the danger levels inside the harbor given a particular forecast of

offshore forcing conditions. The threshold levels were determined using two exceptionally

strong SS forcing events during which we documented the aftermath inside the harbor.

These SS forcing events serve as calibration of our forecast and provide us a good sense of

the response inside the harbor given particular offshore SS forcing conditions.
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CHAPTER 1

INTRODUCTION

This study combines observations and numerical modeling results to address questions about

the origins of water surges within Hale’iwa Harbor, near the middle of the North Shore

of O’ahu. The focus is on infragravity (IG) waves with periods from 0.5 min to ∼200

min that are forced by short-period gravity waves with periods less than 0.5 min. The

latter are called ”sea” and ”swell”, or sea/swell (SS) for short, hereafter. The investigation

described herein is organized around a set of hypotheses of possible energy pathways linking

the offshore SS forcing to intermediary coastal and harbor processes, and then linking these

to the observed response inside Hale’iwa Harbor. The main goal of this study is to identify

the intermediary processes that occur, and are most dominant, in our study area. Various

studies in relatively small harbors have found that, energetically, the 30∼300 sec IG period

band is typically the most relevant under strong SS forcing conditions (e.g., McComb et al.

(2015), Thotagamuwage and Pattiaratchi (2014a), Okihiro et al. (1993)). This is not what

we see in Hale’iwa Harbor, even though it is a small harbor where we originally did not

anticipate to observe significant energy levels at periods longer than ∼2-3 min. The sea level

and currents spectra that we observe in Hale’iwa Harbor, reveal various significant spectral

peaks in the period band ranging from 40 sec to 23 min (see Fig. 1.1). As is seen in the

variance preserving plots of Fig. 1.2, the period band that contains most of the variance is

∼5-15 min for sea level, and ∼3-8 min for currents (Figs. 1.1 and 1.2 were generated using

five 4-day long sea level and currents data under strong SS forcing conditions at site 2 during

our 11/2013 - 05/2014 deployment. These spectra are representative of all other datasets

that were available to us. Calculation details are described in Section 2.4).

Another goal is to combine the observational results with a long-term forecast of offshore

SS conditions from a high-resolution model, to create a forecasting system of SS-driven

harbor surges at IG periods inside Hale’iwa Harbor. This forecast is intended to provide the

general public and researchers user-friendly tools to identify ahead of time SS events that
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could potentially result in damage to harbor infrastructure and/or boats. As an example,

Fig. 1.3 shows the sea level response inside the harbor during a very powerful SS event

on 02/22/2016. The oscillations that generated these large sea level swings had periods in

the order of 4-6 minutes. Note how the small dock was flooded during high sea level, and

how high the boat has reached. Such large sea level swings that repeatedly occur for many

hours can cause significant damage to the boats and harbor infrastructure, and are therefore

important to predict.

At the start of this project, the available observations inside the harbor and at the

coast were insufficient to adequately address the hypotheses, since these were limited to a

single observation point inside the harbor and one small cross-shore array at the coast, at

a site several km from the harbor. Additional high-frequency sea level and surface current

data inside the harbor was also needed for creating the harbor surge forecast. These needs

for greater spatial and temporal resolution in the harbor and at the coast provided the

motivation for instrument deployments during two winter SS seasons affecting the north

shore. These deployments provided observations of high frequency sea level and horizontal

velocity at multiple harbor and coastal sites.

In Chapter 2 of this dissertation we address the hypotheses of energy pathways through

interpretations of analyses of the different observations. In Chapter 3 we describe the

observation-based data analysis and results that are used to establish an empirical rela-

tionship between the offshore SS forcing and the harbor response at IG periods. The harbor

surge forecast is then created by combining this derived empirical relationship with an output

from an available numerical model that provides a forecast of the relevant SS conditions at

an appropriate offshore location.

Although the different observations were sufficient for establishing the solid empirical

relationships necessary for the creation of the harbor surge forecast described in Chapter

3, the observational work of Chapter 2 only partially discriminated the important hypothe-

ses. Additional spatial and temporal resolution was required to fully address many of the

hypotheses. This led us to employ a numerical model. Starting with a thorough sensitivity
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testing stage, followed by validation and calibration, the numerical model was then used to

force a domain that includes our study area. Several SS forcing events were used, during

times when observations were available. Chapter 4 describes the numerical model testing,

validation, calibration, and results, which provided many of the missing links in Chapter 2

that were required to fully discriminate the important hypotheses.

Nearly all geographical maps throughout this dissertation were generated using the

Generic Mapping Tools (GMT; Wessel and Smith (1991)). In Chapter 4, all of the spectral

maps were generated by processing the model output and plotting it using Python program-

ming language.
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Figure 1.1: Power spectral density using datasets from site 2 of the 11/2013 - 05/2014

deployment in Hale’iwa Harbor. Each curve was generated from five 4-day long sea level

(black curve), and along-channel velocity (green curve) data segments (see Table 2.4 for

exact time periods). The 95% confidence interval for each independent spectrum estimate is

shown at the bottom. The approximate periods of statistically significant spectral peaks (60

sec, 90 sec, 3, 6, 8, 12.5, and 23 min) are labeled and indicated by the vertical black dotted

lines.
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Figure 1.2: Variance preserving spectra using datasets from site 2 of the 11/2013 - 05/2014

deployment in Hale’iwa Harbor. Each curve was generated from five 4-day long sea level

(black curve), and along-channel velocity (green curve) data segments (see Table 2.4 for

exact time periods). The approximate periods of statistically significant spectral peaks (60

sec, 90 sec, 3, 6, 8, 12.5, and 23 min) are labeled and indicated by the vertical black dotted

lines.
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Figure 1.3: Sea level response inside Hale’iwa Harbor during the strong 02/22/2016 SS event.
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CHAPTER 2

INFRAGRAVITY OSCILLATIONS IN HALE’IWA

HARBOR REGION, HAWAI’I. PART I:

OBSERVATIONS

2.1 Introduction

From approximately October to April, coastal regions of the Hawaiian Islands facing the

west to north directional window are exposed to highly energetic sea/swell (SS) gravity

wave activity that originates from North Pacific storms (Caldwell and Aucan 2007). As

these waves shoal and break, much of the energy is dissipated, but a large portion is also

nonlinearly transferred to low frequency motions with periods ranging from 30 sec to several

hours. These long waves, also known as infragravity (IG) waves, contribute significantly

to the spectra along the coast, especially within the surf zone, and play an important role

in various coastal processes (e.g., Baldock et al. (2010), Bowen (1967), Bowen and Inman

(1969)).

The earliest observations of waves having IG periods were made at the coast by Munk

(1949), who also called them ”surf-beat”, and Tucker (1950). As IG waves propagate into

shallow depths they become shallow water waves and their amplitudes may reach variances

of the order of 1 m (Wright et al. 1982). Such oscillations may result from free waves

(Eckart 1951), or forced (also known as bound) waves (Longuet-Higgins and Stewart 1962;

Hasselmann 1962), both of which have gravity as the restoring force. The free waves can be

further categorized into edge-waves that are trapped to the coastline between the shoreline

and an offshore turning point by reflection and refraction processes, exponentially decay

offshore of the turning point, and progressively propagate in the alongshore; and, leaky-

waves that do not return to the shoreline by refraction and therefore escape to deep water.

In deep water, bound IG waves arise from, and are phase coupled to, groups of SS

waves by weak nonlinear interaction. For unidirectionally propagating groups, the sea level
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displacements associated with the bound IG waves and the magnitudes of the SS waves

within the groups are out of phase (180◦ phase difference). The bound IG waves are forced

to propagate at the group speed of the short SS waves, which is different than the actual

group speed that a free IG wave with the same wavelength would have. Longuet-Higgins

and Stewart (1962) hypothesized that these groups of SS waves may release their bound IG

waves as free IG waves in the surf zone, where they would subsequently reflect from the

shoreline.

Using results from field observations, Elgar and Guza (1985) were able to find evidence

for phase coupling between SS wave groups and long waves with IG periods. They also found

that the phase relationship between the two gradually changes during the shoaling process,

shifting from 180◦ towards 90◦. Longuet-Higgins and Stewart (1962) could not predict this

phase shift since their model was developed only for waves traveling in deep water.

Observations made by Herbers et al. (1995a) and Masselink (1995) showed that bound

waves are released as free IG waves in the surf zone, and are subsequently reflected at the

shoreline. Masselink (1995) reported that the decoupling of bound waves from SS wave

groups is a process that starts at the beginning of the breaker zone and is completed at the

end of the breaker zone. His particular results further suggested that the reflection occurs

around 5 m from the shoreline at about 0.25 m water depth, resulting in standing oscillations

at IG wave periods in the surf zone.

Results from laboratory experiments done by Baldock and Huntley (2002) found very little

evidence in favor of the bound wave release mechanism. They found that the amplitude of

the released free long wave will be small when the bound wave is released before it became

a shallow water wave. In a review of laboratory datasets, Baldock (2012) claimed that the

evidence suggests that bound waves are not released as free waves during SS wave breaking,

their amplitude is decreased during SS wave breaking and they remain bound throughout

much of the surf zone. Once the SS waves become shallow water waves, the free wave

dispersion relationship is satisfied by the bound IG waves and they progressively become

free IG waves. Baldock (2012) also states that the phase shift findings of Elgar and Guza

8



(1985) provide evidence that bound waves may be decoupled from the SS waves even before

SS wave breaking. Laboratory results analyzed by Janssen et al. (2003) were in agreement

with the evolving phase lag found by Elgar and Guza (1985) outside the surf zone, between

the SS wave groups and bound IG waves.

Gallagher (1971) extended the theoretical work of Longuet-Higgins and Stewart (1962)

and Hasselmann (1962) from normal incidence (2-D) to oblique incidence (3-D) of SS waves.

His theory predicts that given certain combinations of frequencies and directions, nonlinear

triad interactions of the obliquely incident SS waves will trigger freely propagating edge

wave modes that resonantly grow. In a comparison of his theory with data during three SS

events that approached the coastline at different angles, by obtaining similar theoretical and

observational energy levels, Gallagher (1971) was able to qualitatively confirm the resonant

growth amplitudes at particular frequencies.

Bowen and Guza (1978) have also tested Gallagher’s theory using laboratory experiments

that were carried out in a wave tank. They confirmed that edge waves resonantly grow as

they move along the beach, and that their energy at IG frequencies increases with distance

down the beach. These experiments also showed that the edge wave resonance does not

disappear during wave breaking.

In a theoretical study, Symonds et al. (1982) found a new generation mechanism of

IG waves at the coast. By considering the amplitude variation of incoming waves, the

breakpoint position (and the surf zone width) will vary with time at the group period.

IG waves are radiated from the breakpoint forcing region shoreward and seaward. Upon

reflection at the shoreline, the shoreward propagating wave propagates seaward through the

breakpoint forcing region. Assuming no dissipation, the resulting pattern is a standing IG

wave oscillating between the breakpoint forcing region and the shoreline, and a progressive IG

wave propagating seaward of the breakpoint forcing region. Bound IG waves were neglected

in this model. Various laboratory experiments carried out by Kostense (1984), Baldock et al.

(2000), and Baldock and Huntley (2002), were able to validate the time-varying breakpoint

mechanism of Symonds et al. (1982).
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A theoretical study developed by Schäffer (1993) suggested that the dynamic set-up

generated by the time-varying breakpoint mechanism and the dynamic set-down of bound

waves, are almost of equal importance. In a theoretical study by Lippmann et al. (1997)

they describe a resonant edge wave mechanism in the nearshore by extending Gallagher’s

generation of edge wave theory into the surf zone, and the time-varying breakpoint theory

from two to three dimensions. A simple linear analytical model by Becker et al. (2016) was

able to explain a large portion of the IG variability over a steep reef environment, by adding

a damping term to the time-varying breakpoint model of Symonds et al. (1982).

In a numerical study, List (1992) compared the relative importance between the bound

wave release and the time-varying breakpoint mechanisms. He found that the amplitude

of IG waves generated by the former mechanism are greater than the ones generated by

the latter mechanism. In his review of laboratory datasets, Baldock (2012) also compared

the bound wave release and time-varying breakpoint mechanisms, and identified the relative

beach slope and short wave steepness to be important in the generation of IG waves. He

found that the bound wave release mechanism is more important when the beach slope and

wave conditions are mild, and the time-varying breakpoint mechanism is more important

when the beach slope and wave conditions are steep.

Molin (1982) developed a theory that describes generation of IG waves by discontinuities

in the bottom slope. When groups of SS waves and the bound waves that are coupled to

them meet a region of variable depth, additional free long waves with SS difference frequency

are generated if the region’s length scale is comparable to the group length.

Another source of nearshore oscillations at IG wave periods is known as shear waves

(also called vorticity waves). First observed by Oltman-Shay et al. (1989), these waves were

found in the surf zone only in the presence of a mean longshore current, and have periods

of 100 - 1000 sec. In a theoretical work, Bowen and Holman (1989) identified conservation

of potential vorticity as the underlying mechanism for generating these waves (hence, the

restoring force is vorticity rather than gravity), and suggested that they are generated by the

shear instability of the mean longshore current. Additional theoretical work by Shrira et al.
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(1997) suggested explosive instability processes as an alternative generation mechanism, and

Haller et al. (1999) expanded the shear instability theory of Bowen and Holman (1989) by

including a wave group forcing term in the nearshore potential vorticity balance.

Various observational studies have shown that the energy levels of both free and bound

IG waves increase with increasing sea/swell (SS) energy levels and decreasing water depth,

but their relative contributions to the total IG energy varies depending on the SS energy

levels (Okihiro et al. 1992; Elgar et al. 1992, among others). In the surf zone, in most cases it

was found that free wave energy dominates bound wave energy (Okihiro et al. 1992; Bowers

1992; Herbers et al. 1992, 1994, 1995b, among others). Outside the surf zone, bound wave

energy levels were found to be comparable or even higher than those of free waves, under

strong SS conditions (Okihiro et al. 1992; Elgar et al. 1992). Observations made by Huntley

and Kim (1984) outside the surf zone in a relatively steep beach showed that low frequency

motions in the 30 - 300 sec period band were dominated by bound waves. In the case of the

freely propagating edge and leaky waves, the relative contribution to the total IG energy

depends on the geometry of a given coastline (Munk et al. 1964; Huntley 1976).

When resonantly excited, standing long waves in semi-enclosed basins (known as seiches)

such as ports and harbors, may result in significant vertical displacements of the free surface,

and strong horizontal currents. Such conditions could lead to delays in harbor operations,

and in some cases could even result in significant damage to moored ships and harbor

infrastructure (Morison and Imberger 1992; Lopez et al. 2014). Morison and Imberger

(1992), Okihiro et al. (1993), Okihiro and Guza (1996), Bellotti and Franco (2011), and

Thotagamuwage and Pattiaratchi (2014a), have all observed SS (generated by non-local

atmospheric disturbances) exciting harbor seiches. Okihiro et al. (1993), and Okihiro and

Guza (1996) also show that the resonant response of several small harbors is frequency

dependent, with the strongest amplification occurring at the gravest normal modes of these

harbors. The harbor IG responses in these studies were shown to be triggered primarily by

free waves; however, it was theoretically shown that the mismatch of bound-wave-induced

set-down across a harbor mouth introduces free long waves inside the harbor that can excite
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harbor resonances (Bowers 1977). Douyere (2003) used an extended Boussinesq model to

study the resonant oscillations in Barbers Point and Kahului Harbors in Hawai’i. The model

results identified modal oscillations at IG periods that agree well with the ones found in

published results of linear models, but the nonlinear model also generated additional modes

that were not found by the linear models. Other processes that were shown to excite harbor

seiches include: local atmospheric disturbances (Okihiro et al. 1993; De Jong et al. 2003;

De Jong and Battjes 2004), internal tides (Giese et al. 1990; Chapman and Giese 1990;

Grimshaw and Chapman 1992; Giese et al. 1998), and tsunamis (Wilson 1971; Heath 1974;

Okihiro and Guza 1996). As an example from a recent study, Park et al. (2016) used tide

gauge sea level data from several harbors in the Pacific Ocean to study large-scale seiches of

bays that persist continuously in time. Using spectral techniques they were able to provide

sowas inme evidence supporting their hypothesis that the continuous source of forcing could

potentially be driven by tidal waves that force a shelf to resonate.

The goal of this study is to learn more about the different processes that lead to modal

and non-modal oscillations at IG periods along the North Shore coast of O’ahu Island and in

Hale’iwa Harbor. We are especially interested in those processes converting SS wave energy

into IG wave energy (as opposed to direct forcing of IG waves by wind or air pressure, or

forcing by tsunamis). As briefly reviewed above, there are various mechanisms by which IG

oscillations are generated along a given coast upon the arrival of SS waves, and different ways

by which energy can flow into the harbor. Some of this energy may even excite resonant

harbor seiches, resulting in amplified IG oscillations in the harbor. All these processes

were considered during an initial analysis of historical datasets to delineate the more likely

processes for exciting IG waves in Hale’iwa Harbor. Additional data collection and analyses

produced both refinements of the relevant processes and limited conclusions.

The study areas and datasets are described in Section 2.2, the initial analyses and

hypotheses are described in Section 2.3, the methods used in this study are outlined in

Section 2.4, and the analysis and results are presented in Section 2.5. We then provide a

short discussion in Section 2.6.
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2.2 Study area and datasets

Hale’iwa Harbor region (facing ∼ 315◦ relative to geographic north) is exposed to the very

large North Pacific winter swells arriving from the west to north directional windows, from

October through April (Caldwell and Aucan 2007). The bathymetry along this stretch of

coast is composed of an uneven volcanic reef with a relatively steep slope and channels that

cross the reef at several locations along the coast. The contour of the coastline is tortuous

and contains numerous small-scale embayments that, depending on the local bathymetry,

could potentially trap and amplify oscillations at particular IG periods. The scale of these

embayments ranges from less than 100 m to 1-2 km (which translates into IG waves having

periods as long as ∼5 min). All of these features make this site particularly interesting for

studying IG waves.

Lengthy sea level records that were available to us inside Hale’iwa Harbor (and other

Hawaiian Harbors), at the offshore location of Waimea Buoy, and short high-resolution

records at Mokuleia, were a good starting point for this study, but data from additional de-

ployments were eventually deemed necessary for attacking the important research questions.

The datasets used in this study are described below.

At the early stages of this study we were limited to the use of sea level datasets from

existing monitoring systems (see Fig. 2.1, Fig. 2.2, Table 2.1, and the rows under historical

deployments in Table 2.2):

1. Data from a stilling-well tide gauge located inside Hale’iwa Harbor (site 1) were

obtained from the Archive of Rapidly-Sampled Hawaiian Sea Level (ARSHSL, Luther

et al. (1998)). This tide gauge is operated and maintained by the Pacific Tsunami

Warning Center (PTWC), providing samples every 2 minutes (data points are not

averaged) since 1997 to present.

2. A Datawell directional wave buoy located at a depth of 200 m, at site 10, ∼ 6.5

km WNW of Waimea Bay and ∼ 8.5 km N of Hale’iwa Harbor (also known as

Waimea Buoy), operated and maintained by the Pacific Islands Ocean Observing
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System (PacIOOS) with data processing by the Center for Data and Information

Program (CDIP) in Scripps Institution of Oceanography (SIO). Operating since 2001

to date, the buoy samples at 1.28 Hz and every 30 min it produces an analysis of 1600

sec (∼ 26.6 min) of data to provide sea/swell (SS) spectral products such as wave

energy density and mean direction.

3. Several five-week records in ’07-’08 of pressure and currents sampled every second at a

cross-shore array near Mokuleia on the North Shore of O’ahu (∼5.5 km west of Hale’iwa

Harbor), at depths of 2m, 6m, and 12m.

Although the available datasets inside the harbor were found to be very useful to this

research, the 2 min sampling frequency was too slow to detect the highest frequency IG os-

cillations (0.5-4 min), and horizontal current data were not available. We therefore executed

a small scale six-month long experiment where we deployed two pressure sensors and one

current meter inside the harbor, and two pressure sensors offshore (sites 1, 5, 6, and 9). The

deployment was done during the winter swell season months, between 11/2011 - 05/2012

(see Fig. 2.1, Fig. 2.2, Table 2.1, and the rows under 2011/2012 deployments in Table 2.2).

Since the spatial coverage inside the harbor was limited to only two locations, and

additional datasets of horizontal currents were deemed necessary after initial analyses of the

existing data described above, we executed a second, larger scale six-month long experiment

during 11/2013 - 05/2014, in which we deployed four pressure sensors and current meters at

four locations inside the harbor (sites 1-4), and two pressure sensors and one current meter

at offshore sites 7 and 9 (see Fig. 2.1, Fig. 2.2, Table 2.1, and the rows under 2013/2014

deployments in Table 2.2).

In the later stages of our study we also used historical datasets from tide gauges in other

Hawaiian Harbors (sites 13-15), and datasets from additional deployments in deep water

offshore of O’ahu Island (sites 11 and 12; see Fig. 2.3, and Tables 2.1 and 2.2). When

necessary, several segments of data are averaged in order to increase the number of degrees

of freedom in the spectral analyses, and represent a larger portion of a given dataset. The

time periods when averaging was applied are representative of the entire available dataset/s.
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These time periods are summarized in Table 2.4.

2.3 Analyses leading to hypotheses

2.3.1 Response of Hale’iwa Harbor Region to offshore forcing

In this section we present analyses and different results from the early exploratory stages of

this study. The analyses involve plotting the power spectral density (PSD) of 2-min pressure

datasets at site 1 in Hale’iwa Harbor (see Fig. 2.1), and 1-sec datasets at coastal sites 8a -

8c of the Mokuleia stretch of coast (Fig. 2.2), under different SS forcing levels.

We define the SS forcing levels using 3 years of sea level data from site 10 between

07/01/11 - 07/01/14. The time series of energy in the 2-30 sec SS period band is shown

in Fig. 2.4, for SS arriving from (a) 315◦ from north, representing Hale’iwa Harbor and

the coastline northeast of it, and; (b) 360◦ from north, representing Mokuleia coastline.

Horizontal dashed red lines represent the cutoffs between weak, moderate, and strong SS

forcing levels, and were determined from the distribution of energy in the SS band (ESS)

seen in Fig. 2.5. From left to right in Fig. 2.5, we define the ranges of ESS as follows:

(i) no SS: 0 < ESS < 1000 cm2 (magenta bars, ∼ 67% of the distribution); (ii) weak

SS: 1000 < ESS < 2500 cm2 (blue bars, ∼ 20% of the distribution); (iii) moderate SS:

2500 < ESS < 6000 cm2 (black bars, ∼ 10% of the distribution); (iv) strong SS: ESS > 6000

cm2 (red bars, ∼ 3% of the distribution). These definitions of no-SS (or, minimal SS), weak,

moderate, and strong SS forcing levels will be used in the remainder of this dissertation.

They were arbitrarily chosen, but are appropriate for the North Shore of O’ahu, which is a

unique environment that is known to be exposed to exceptionally strong SS forcing levels

during the North Pacific winter season (October - April). For comparison, in their study of

IG oscillations in Barbers Point, Okihiro et al. (1993) used pressure data (converted to sea

level) from a site located at a depth of ∼ 8.5m and a distance of ∼ 200m offshore of the

harbor entrance, and defined 0 < ESS < 156 cm2 as ”calm” SS conditions, and ESS > 625

cm2 as ”energetic” SS conditions.
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A sea level PSD plot at site 1 is seen in Fig. 2.6, showing the harbor’s IG response to

no-SS, weak, moderate, and very strong SS forcing. Each curve was generated by averaging

five 4-day long data segments (i.e., 20 days of data), from the years 2002/2003. What

immediately stood out, was the different character of harbor IG responses under varying

SS forcing levels. During times of no-SS forcing, the sea level response of the harbor is

characterized by amplified oscillations at rather discrete IG periods from 6 to 23 min that

suggest normal mode oscillations of the harbor, coast, or the combined system (Fig. 2.6,

magenta curve). When the SS forcing rises to weak levels, several of the same spectral peaks

still appear but PSD levels have increased broadly over the short-period end of the IG band

(Fig. 2.6, blue curve). With moderate SS forcing levels (Fig. 2.6, green curve), some of the

peaks are still distinct, but overall they start to lose their modal character. Once SS levels

reach high values (Fig. 2.6, red curve), PSD levels are significantly increased and the IG

response of the harbor no longer appears to be dominated by modal oscillations, as deduced

from the lack of spectral peaks; instead, PSD levels are relatively uniform across a wide IG

band even up to periods of several hours. The question then arose: how do the IG waves at

periods unresolved by the 2-min historical sea level data respond to the different SS forcing

strengths? This is a particularly interesting question because it has been reported that in

some harbors the shortest period IG waves (0.5 ∼ 1 min) are the most energetic IG waves

(McComb et al. 2015; Guedes et al. 2015). The high frequency datasets from the 2011/2012

and 2013/2014 field deployments were used to test the possibility of aliasing from unresolved

high frequency oscillations (periods shorter than 4 min). We found that the energy levels of

such oscilations are very weak by the time they reach site 1, and that the tide gauge does a

good job in filtering out any high frequency oscillations.

The question above, and others, led to the two field deployments accomplished under this

study. Especially, the datasets obtained during the 2nd experiment, from 11/2013 - 05/2014,

are particularly useful, allowing us to see the harbor’s response at the shortest periods.

Fig. 2.7 provides an example of the harbor’s IG response to no-SS, weak, moderate, and

very strong SS forcing, using datasets that were collected at site 2 (see Fig. 2.1). Also here,
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each curve was generated by averaging five 4-day long data segments (i.e., 20 days of data).

The sampling periods of these datasets vary between 8-10 sec, enabling us to resolve the

spectral content down to periods of 16-20 sec, therefore adding new information to Fig. 2.6

at periods shorter than 4 min. Here, we chose to use datasets from site 2 instead of site 1 for

the following reasons: (i) at site 1, all strong SS events occurred during the first deployment,

except the strongest event that occurred during the second deployment. In order to avoid

the need to interpolate a dataset and reduce its sampling period from 8 sec to 14 sec, we

chose not to use the dataset from site 1 for this particular analysis. (ii) at site 2, all strong

SS events occurred during a single deployment (8 sec sampling period), and therefore did

not require any interpolations. (iii) site 2 is located very close to site 1 and the spectra at

these two locations are qualitatively very similar.

Although the SS events used in Figs. 2.6 and 2.7 are entirely different, the character of the

harbor’s IG response to no-SS, weak, moderate, and strong SS forcing (at periods of 4 min

and longer) are qualitatively very similar. Note that there are several statistically significant

spectral peaks in the 40 sec - 3 min period band; however, with the exception of the 90 sec

peak, the PSD levels of the peaks in this band are much lower compared to the PSD levels

of the 6 - 12.5 min period band. The relative importance of the peaks in terms of their

contribution to the IG variance in the harbor can be better seen using a variance-preserving

(VP) spectral plot. Fig. 2.8 is a variance-preserving version of Fig. 2.7 and it clearly reveals

that most of the IG sea level variance is at periods of 5 to 15 min. Within the weaker IG

band at periods shorter than 4 min, almost all of the variance is contained in the 90 sec

oscillations. Fig. 2.9 shows sea level PSDs at four different sites inside the harbor using data

from the time period 11/28/13 - 01/20/14. It shows us that at periods longer than ∼ 5

min, the same spectral peaks appear at the different locations inside the harbor; however, at

periods shorter than ∼ 5 min we note that although a spectral peak of a particular period

may appear to be strong at one site, at another site it may be absent if it is located at a

node of that period. A good example is the 90 sec mode that is very energetic at sites 1

and 2, weaker at site 4, and completely absent at site 3. As will be shown in Chapter 4,
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subsection 4.4.3.1, this result is consistent with the spatial distribution of the 90 sec mode,

showing that sites 1 and 2 are located at an antinode, site 3 is located at a node, and site 4

is located at an antinode, but is also nearby a node.

As was mentioned above, the spectral peaks seen in the 6-23 min period band in the

spectra of Figs. 2.6-2.9, appear in all of our sea level spectra between 1997 - 2010. As

an example, the upper panel of Fig. 2.10 shows a spectrogram generated by averaging the

spectra of 10 two-month long time segments during the months of July-August at site 1 in

Hale’iwa Harbor, when the SS forcing levels fall into our definition of no-SS (see Fig. 2.5).

We can clearly identify several horizontal ridges where the PSD levels are elevated. By

averaging this spectrogram over time, we obtain the PSD plot seen in the lower panel of

Fig. 2.10. The spectral ridges/peaks in these two plots can be qualitatively classified as: 23,

12.5, 8, and 6 min, being the main periods, followed by 18 and 15 min. The spectrogram

plot also shows that the spectral levels of these modes are persistent in time, similar to the

findings of Park et al. (2016) in several Pacific Ocean bays.

Fig. 2.11 contrasts Hale’iwa Harbor’s IG response to two very different types of forcing:

(i) tsunami forcing (black curve; 06/25/01 tsunami event); and, (ii) strong SS forcing (red

curve; 01/04/03 SS event). Each of these curves was generated using 2-day long sea level

datasets. Note the different spectral character of the two curves. The tsunami spectra

contains relatively narrow, well-defined, peaks at the periods of: 23, 18, and 12.5, 8, and 6

min (as well as other smaller, secondary, peaks). The spectra of the strong SS, on the other

hand, contains no feature that could clearly be considered as being statistically significant.

To see how the coast responds to varying levels of SS energy forcing, we look at the

historical datasets from a cross-shore array in Mokuleia at depths of 12m, 6m, and 2m (sites

8a - 8c in Fig. 2.2, respectively). PSD plots at those three sites can be seen in Figs. 2.12

- 2.14. For each curve we use two 3-day long datasets from times of weak, moderate, and

strong SS forcing (see Table 2.4 for the exact time periods). The IG band response to varying

levels of offshore SS forcing at each of these sites has interesting qualitative similarities to

the response seen inside the harbor (compare Figs. 2.12 - 2.14 with Fig. 2.7). Even though
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the SS events of Figs. 2.12 - 2.14 are entirely different from the SS events used in Fig. 2.7, the

relative IG-PSD changes from no-SS through strong SS are qualitatively very similar. Note

that the 12.5 and 23 min peaks appear at all three depths in Mokuleia, but the remaining

peaks seen in Fig. 2.7 do not appear at the 2m and 12m Mokuleia sites. This could result

from these Mokuleia sites being located at nodes in the spatial structure of coastal modes at

certain periods (e.g., see Munger and Cheung (2008)). The lack of spectral peaks at shorter

periods (< 4 min) at the coast suggests that the short period harbor peaks could be the

result of the harbor resonating on its own. However, at the 6m Mokuleia site (Fig. 2.13),

we do see statistically significant peaks at 3 and 1.5 min (which match the periods of peaks

inside the harbor), as well as peaks at periods of ∼ 60 sec and ∼ 50 sec.

In Fig. 2.12 (2m depth), we also see several large broadband peaks at ∼ 50 sec, ∼ 25 sec,

and shorter periods that appear to be part of a broad-band oscillatory function of frequency,

which is reminiscent of nodes and antinodes resulting from the superposition of incoming

and reflecting waves in shallow water within the surf zone, and are very much site-dependent

(personal communication with Mark Merrifield). It seems clear from Figs. 2.12 - 2.14 that

the spatial structure of high-frequency IG waves near the coast is complex. Adequately

exploring and describing these structures requires more data than is available. We’ll return

to this issue in Chapter 4 during the analysis of numerical simulations of SS-forced IG waves

on the North Shore of O’ahu.

Prior to generating spectral plots such as Fig. 2.6, our expectation was that inside the

harbor any peaks indicating normal modes in the 6 ∼ 23 min band would grow in magnitude

and remain quite distinct as SS levels increased. We based this expectation on the intuition

derived from a simple harmonic oscillator with one or more natural frequencies, as well as

from the work on harbor modes by Okihiro et al. (1993) and Okihiro and Guza (1996) at

Barbers Point Harbor, O’ahu. In fact, at periods shorter than 4 min, the differences among

the four curves in Fig. 2.7 (corresponding to the different SS forcing amplitudes), reveal very

good agreement with our expectation. As SS forcing levels increase, the different modes

in this band become more energetic and their spectral shape remains nearly unchanged.

19



However, at periods longer than 4 min in Figs. 2.6 and 2.7, the differences among the curves

suggest that this system does not remain linear once the SS spectral levels become high on

the North Shore; the modal character is lost and the spectra under high SS levels becomes

uniform across the entire IG period band extending from ∼ 4 min up to several hours.

Qualitatively, very similar results are obtained at the coast, as can be seen from the spectral

analysis at Mokuleia (sites 8a-8c). The spectral peaks that appear at periods shorter than

∼ 4 min in Figs. 2.12 and 2.13, grow in energy and maintain their spectral shape as SS

forcing levels grow. At periods longer than ∼ 4 min, Figs. 2.12-2.14 show for the most part

a uniform, non-modal, spectra under strong SS forcing levels.

If common to other harbors, this result, where the spectra at periods longer that ∼ 4

min evolves from being modal-dominated to being uniform and non-modal, has significant

implications for how harbor designs should be evaluated for maximum surge amplitudes (e.g.,

Briggs et al. (1994)). Harbor sea level and current variability in the presence of strong forcing

is not simply due to a summation of appropriately scaled linear normal mode amplitudes.

At least for the no-SS and weak SS forcing, which appears to excite coastal and harbor

modes, it is useful to ask: how fast do the excited modes decay? Such numbers can be

used to validate numerical models, for instance. For the case of weak SS forcing conditions,

the quality factor, Q, of the system and the e-folding decay time, τ , were estimated by

assuming that the North Shore harbor-coastal system responds to weak impulse forcing

like a damped oscillator, with a resistive force proportional to the velocity and opposite in

direction. The envelope of this oscillating system decays exponentially as Ae
− t

2Q/ω1 , where

τ = 2Q/ω1, Q = ω1/∆ω, ω1 is the radian frequency of the oscillation (shifted to a slightly

lower frequency compared to an undamped oscillator), and ∆ω is the half-power radian

frequency bandwidth. We also calculate the periods of the spectral peaks (T ) that appear in

our spectra from the different harbor and coastal sites. This is done using the two lowest order

spectral moments: T = m0

m1
, where mk '

∑N/2
i=1 f

k
i S(fi)∆f , N/2 is the number of spectral

estimates, k = 0, 1, 2, ..., and ∆f is the frequency resolution. Table 2.3 summarizes the

mode periods, quality factors and corresponding e-folding decay times, that were calculated
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from a large number of week-long spectra during no-SS and weak SS time periods from the

years 1997-2010 at site 1, and 2014 at sites: 1, 2, 3, 4, and 7 (see Figs. 2.1 and 2.2). The

uncertainty of each of these quantities is the standard deviation.

The results show that Q ∼ 7 − 14 for all modal peaks in the 55.3 sec - 22.7 min period

band, with a small tendency toward larger values at the shortest periods. The 14.5 min,

and 22.7 min oscillations have the lowest Q′s, and the 65.7 sec and 91.5 sec oscillations have

the highest Q′s. High/low Q’s suggest low/high rates of energy loss relative to the energy

stored in the system, thus the shorter-period IG modes are slightly less damped than the

longer-period modes. The e-folding decay times are seen to generally increase with increasing

period, principally as a result of the inverse dependence of τ on frequency.

Our observed large-scale periods: 14.5 ± 0.3, 18 ± 0.2, and 22.5 ± 0.3 min, agree with

the values modeled by Munger and Cheung (2008), but overall, the periods of the model-

predicted modes appear to be slightly longer than our observed values (e.g., see the spectra

of Mokuoloe and Kahului in Munger and Cheung (2008), Fig.3). For example, the observed

modal peak at 22.5± 0.3 min was identified by Munger and Cheung (2008) as 24 min. In a

later study by Cheung et al. (2013), they identified this mode to be 22.5 min, which overlaps

with the value from our observations.

2.3.2 Hypotheses: Pathways of IG wave energy into Hale’iwa

Harbor

In order to organize the various questions that arose from these observations, we formulated

several hypotheses representing the most likely pathways of IG energy into the harbor, given

different offshore SS forcing levels. The hypotheses, which will be described in detail in

the following subsections, are represented graphically in Fig. 2.15. Each hypothesis links

an offshore forcing to a coastal or harbor process, and the latter is then linked to a harbor

response. The forcing is based on observations that were so far presented in this chapter

(i.e., SS forcing), or other studies (i.e., forcing by open ocean processes). The coastal/harbor

processes are based on observational, theoretical, or numerical modeling work done by others
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and that can be found in the literature. The harbor response is based on sea level observations

that were described earlier in this chapter (see Figs. 2.6-2.7).

2.3.2.1 None-to-weak Sea/Swell (SS) Forcing

1. IG offshore: The offshore IG and SS wave fields contain mostly random, broadband,

small amplitude waves, which we’ll call the background IG/SS wave fields. The IG

wave field is composed mostly of free waves originating from open ocean processes.

The bound IG waves are very weak because the swell is very weak (Okihiro et al. 1992,

1993). The free IG waves are known to be extremely weak themselves and therefore

are not expected to excite significant IG oscillations (e.g., Okihiro et al. (1992); Webb

et al. (1991); Herbers et al. (1995b); Filloux et al. (1991)). Amplitude estimates of the

offshore IG wave field are presented in Section 2.5.5.

2. IG at the coast and harbor: The offshore small-amplitude, low-energy, background

IG wave field may (i) directly reach the harbor mouth without any coastal mode

excitation and subsequently force harbor oscillations like impulse forcing of a linear

harmonic oscillator (Hypothesis A0a); or, (ii) force coastal leaky waves and/or modes,

and/or coastal edge waves and/or modes, via impulse forcing of the coastal system, and

then this coastal IG energy will reach the harbor mouth (Hypothesis A0b). Similarly,

the offshore small-amplitude, low-energy, background SS wave field may (i) directly

reach the harbor mouth without any coastal mode excitation and subsequently force

harbor oscillations like impulse forcing of a linear harmonic oscillator (Hypothesis A1);

or, (ii) force coastal leaky waves and/or modes, and/or coastal edge waves and/or

modes, via impulse forcing of the coastal system, and then this coastal IG energy will

reach the harbor mouth (Hypothesis A2). The primary question under Hypothesis A2

is whether the harbor responds passively to the input of coastal IG energy, or whether

the harbor’s own free oscillations are excited and amplify. The expectation is that this

co-oscillation could happen at the shorter periods, perhaps in the 0.5 min to 3 min

band, where the harbor’s natural frequencies should lie. An important goal of this work
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is to understand if and when the harbor’s own natural frequencies are independent of

coastal natural frequencies.

Since the modal oscillations appear to dominate the non-modal signals under weak SS forcing,

the coherence amplitudes of IG waves along the coast and between the harbor IG waves and

the coastal IG waves is expected to be high. This will be discussed further in Section 2.5.1.

2.3.2.2 Moderate Sea/Swell Forcing

1. IG offshore: The IG wave field energy has increased both because the winds that

force SS also force free IG waves and because there is now IG-scale energy bound to

SS wave groups; it is expected that the IG wave field is still composed mostly of free

waves (Okihiro et al. 1992).

2. IG at the coast: The offshore SS wave field may (i) directly reach the harbor mouth

without any coastal mode excitation and subsequently force harbor oscillations like

impulse forcing of a linear harmonic oscillator (Hypothesis B1); or, (ii) force coastal

leaky waves and/or modes, and/or coastal edge waves and/or modes, via impulse

forcing of the coastal system, and then this coastal IG energy will reach the harbor

mouth (Hypothesis B2). The additional SS energy also corresponds to an increase

in energy of the high-frequency end of the IG band. Longest period modes may still

appear as pronounced peaks, but an increase in leaky wave and/or edge wave energy

may mask some of the modes in the high frequency IG band (Hypothesis B3). The

spectrum appears to contain non-modal as well as modal oscillations.

3. IG in the harbor: In addition to excitation of the harbor modes by impulse forcing

(either directly, or indirectly) of the background IG/SS energy levels, the energy levels

of the short period harbor modes have increased. Following the early analysis results

presented in section 2.3.1 (e.g., see Fig. 2.7), we expect that the spectrum contains

mostly modal oscillations. Non-modal energy will likely be very weak by the time it

reaches the harbor.
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2.3.2.3 Strong Sea/Swell Forcing

The energy of the IG wave field is significantly elevated above background levels. Results

from observations in shallow water (Okihiro et al. 1993) have shown that as SS energy levels

increase, the portion of bound IG energy out of the total IG energy is increasing. This is

also true in deep water (Okihiro et al. 1992). Since bound IG wave energy is approximately

proportional to the square of the SS energy, there is now a greater portion of IG wave energy

that increases quadratically with SS energy. The energy of free IG waves, on the other hand,

is linearly related to SS energy (Okihiro et al. 1992; Elgar et al. 1992; Herbers et al. 1995b).

The IG energy is now significantly increased in a very wide IG period band extending from

short to long IG periods. Following the early analysis results of Section 2.3.1 that revealed

elevated spectral levels at periods longer than ∼ 30 min under strong SS forcing, we will

define this period band as far-IG.

1. IG offshore: The IG wave field energy has increased both because the winds that

force SS also force free IG waves and because there is now IG-scale energy bound to SS

wave groups; it is expected that the IG wave field is still composed mostly of free IG

waves, although the portion of bound IG out of the total IG wave field has increased

(Okihiro et al. 1992).

2. IG at the coast: The energy of the IG wave field has increased, and is composed

of comparable levels of free and bound waves (Okihiro et al. 1992), with possible

dominance of bound IG waves outside the surf zone (Elgar et al. 1992). The offshore SS

wave field may (i) directly reach the harbor mouth without any coastal mode excitation

and subsequently force harbor oscillations as an impulse forcing of a linear harmonic os-

cillator (Hypothesis C1); or, (ii) force coastal leaky waves and/or modes, and/or coastal

edge waves and/or modes, via impulse forcing of the coastal system, and then this

coastal IG energy will reach the harbor mouth (Hypothesis C2). Although the coastal

modes may still be excited, they no longer dominate the non-modal energy that has

become very energetic. The IG wave field may still contain energetic free leaky waves
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and/or edge waves (Hypothesis C3), but mostly bound waves. These bound waves

could be traveling shoreward via deep channels without wave breaking (Bowers 1977)

(Hypothesis C4), or could be released before/during/after wave breaking (Hypothesis

C5). At the longest IG periods, variable set-up due to SS groupiness and bathymetric

irregularities may also contribute to variability of the North Shore of O’ahu, at IG

periods (Hypotheses C6, D1), and the gravest modes of the Hawaiian Islands Chain

(Munger and Cheung 2008; Cheung et al. 2013) may be excited (Hypothesis D2).

3. IG in the harbor: The harbor modes are still excited but no longer dominate the

non-modal energy that has become very energetic.

Following the early analysis results presented in section 2.3.1 (e.g., see Fig. 2.7), we expect

that under these conditions the modal and non-modal signals may be comparable, and the

coherence amplitude along the coast and between the harbor and the coast to be reduced

due to destructive interference among the IG waves. This will be discussed further in Section

2.5.1.

2.4 Methods

In this section we describe the analysis tools that are used to address the various hypotheses

previously outlined, and discriminate their relative importance. Nearly all of the data

analysis presented in this chapter involves the use of data from pressure that was measured

at different water depths. The pressure data in this study were measured in units of dbar,

which according to linear wave theory approximately equals to the water depth in units

of meters. Because the pressure signal of ocean SS decays with depth (it is a function of

local water depth and wavenumber), at a given depth we adjust our pressure records in the

frequency domain (for all wavenumbers) to provide the pressure at the surface. Hereafter,

we will refer to all pressure records as sea level records.

Most of the analyses in this chapter involve auto- and cross-spectral calculations to

generate power spectral density (PSD), spectrogram, and coherence plots. For the PSD and
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coherence, the autospectrum and cross-spectrum are calculated using the frequency band

averaging method, as described in Thomson and Emery (2014), with the exception that here

we increase the number of spectral estimates within the frequency bands as we go to higher

frequencies; this results in a relatively uniform spectra across the entire logarithmic frequency

range of a given dataset, and decreasing confidence intervals going to higher frequencies (since

the number of degrees of freedom increases). The PSD is normalized so that the variance of a

unit amplitude sine wave is 1/2, and the 95% confidence intervals for independent spectrum

estimates are calculated following Thomson and Emery (2014). For the coherence amplitude

function, γx,y, the 95% level of no significance is calculated following Thompson (1979), and

the sign convention used here for the coherence phase function is such that a positive phase

difference between sites ξ1 and ξ2 implies that the signal at ξ2 is leading the signal at ξ1. All

auto- and cross-spectral estimates are calculated by applying 50% overlap between adjacent

spectral estimates. To minimize spectral leakage, we apply a 10% cosine-taper Tukey window,

as described in Thomson and Emery (2014).

The spectrograms are calculated by calculating PSDs using the block averaging method

(also known as Welch’s method), using a 10% cosine-taper Tukey window, as described in

Thomson and Emery (2014). We do that for 6-hour long segments of data every 3 hours

(i.e., resulting in a 50% temporal overlap between adjacent spectral estimates). We then

smooth the resulting two dimensional PSD matrix in both time and frequency domains by

convolving it with a 3×3 Hamming window (three point smoothing in the time and frequency

domains), where its weights were normalized to 1.

2.4.1 Excitation of Linear Coastal or Harbor Modes (Hypotheses

A1, B1, C1, A2, B2, & C2)

In order to test these hypotheses we first need to determine whether the free IG oscillations

of the harbor and coastal linear systems are separated by some frequency cutoff, or maybe

an overlap exists between the frequencies of the harbor and coastal modes that will permit

energy exchange between them. In case no overlap exists between the two systems, each one
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may be excited independently, depending on the SS forcing character. In case the harbor and

coastal modal systems are connected, they may excite each other by exchanging energy at

particular frequencies or frequency bands. In that case, for a given frequency of oscillation,

the relative energy levels between the two systems may provide an indication of the direction

of energy flow, assuming the damping rate in each system is roughly the same.

While the longest period peaks seen in Fig. 2.7 are likely coastal modes, and the shortest

period peaks are likely harbor modes, these conjectures need to be demonstrated with high

certainty. Munger and Cheung (2008) used a nonlinear shallow-water model to reconstruct

the amplification and oscillation patterns that resulted from the Kuril Islands tsunami that

hit the Hawaiian Islands on November 15, 2006. Their model results around O’ahu Island

(see Fig. 2.16) indicate that the tsunami excited coastal modes at a number of IG periods

ranging from 6 min to 24 min, where the latter appears to be the gravest mode of the North

Shore of the island. These modes have relatively strong amplitudes on the North Shore of

O’ahu and occur at periods similar to those observed in the IG band of Hale’iwa sea level

spectra (e.g., see Figs. 2.6, 2.7, and 2.14).

To begin the process of sorting out coastal from harbor modes, we calculate coherence

amplitude and coherence phase between a site in the harbor and another site at the coast,

during times of weak-to-moderate SS forcing when oscillations in the harbor and at the

coast are primarily modal (see Section 2.3.1). Subsequently, using the method employed by

Okihiro et al. (1993), we calculate the averaged spectrum of energy amplification, A, between

the harbor and the coast, as a further test of the existence of harbor modes:

〈A(ξ1, ξ2, f)〉 =
1

N

N∑
j=1

(
Sjξ2(f)

Sjξ1(f)

)
, (2.1)

where Sjξi(f) is the smoothed power spectral density at site ξi (i = 1, 2) and frequency f ,

and N is the number of independent spectra to be averaged.

For a particular pair of harbor and coastal sites, we try to identify frequencies (or

frequency bands) with statistically significant high coherence amplitudes and corresponding

coherence phases that are stable around 0◦ or 180◦, which would tell us that the harbor and
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the coast (at these particular sites) are connected with a simple modal spatial structure.

In addition, the corresponding energy amplification, A, will help determine whether the

oscillations are dominant in the harbor (high amplification), or at the coast (low ampli-

fication). If for given frequencies (or frequency bands) the coherence amplitudes are low

and the corresponding coherence phases are random, this tells us that the two systems

are independent, as long as neither site is located at a node (the spatial distribution of

nodes/antinodes of several period bands of interest, is determined in Chapter 4). The

corresponding energy amplification will then tell us whether the oscillations are purely of

the harbor (high amplification), or purely coastal (low amplification).

Another useful variable is the cross-spectral gain, Gxy(f), for a pair of forcing/input and

response/output sites:

Gxy(f) =
|Sxy|
Sxx

, (2.2)

where Sxy is the one-sided cross-spectrum between the forcing/input (x) and the response/output

(y), and Sxx is the one-sided autospectrum of the forcing/input. The 95% error bars for

independent spectrum estimates are calculated following Eq. 4.1 in Walden (1986). Through

the cross-spectrum term, the gain provides information regarding whether the input (x) and

the output (y), are connected.

2.4.2 Bound Wave Impacts; Generation of Leaky and Edge Waves

(Hypotheses B3, C3, C4, & C5)

To test these hypotheses we first follow a qualitative analysis (Elgar et al. 1992; Ruessink

1998) that will allow us to see whether the total IG wave energy is composed mostly of free

or bound waves under particular SS conditions. This method involves calculating the total

IG energy at two different depths (EIG,h1 and EIG,h2 , where h1 < h2), plotting the scatter

between these energies, and observing where the cloud of data lies with respect to theoretical

curves for free and bound IG waves.
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The energy at a given depth is calculated following the same procedure that was described

earlier in this section for the spectrograms. For a given time step, we then sum the energies

in the 30 sec - 6 hr period band. The theoretical relationship between the total IG energy

at depths h1 and h2 for the case of bound waves forced by normally-incident long waves

(Longuet-Higgins and Stewart 1962), is

EIG,h1
EIG,h2

=
(h1
h2

)−5
. (2.3)

For normally-incident free waves (Eckart 1951), the relationship is

EIG,h1
EIG,h2

=
(h1
h2

)−1/2
. (2.4)

Taking the log on both sides of Eq.(2.3), and define x = log(EIG,h2), and y = log(EIG,h1),

we obtain an equation of a straight line, y = ax + b, where a = 1 and b = log
[(

h1
h2

)−5]
.

Following a similar derivation for the case of freely propagating edge waves, we find that

the y-intercept is b = log
[(

h1
h2

)−1]
, and for the case of freely propagating leaky waves it is

b = log
[(

h1
h2

)−1/2]
. Therefore, on a loglog plot the theoretical lines of the free edge, free

leaky, and bound waves, have the same slopes but different y-intercept values, resulting in

the lines of free IG waves lying below the line of bound IG waves. The location of the scatter

of data relative to the lines of free and bound waves will tell us whether free waves, bound

waves, or a mixture of the two, best describe the wave field around these depths.

Next, we seek to determine whether the free IG wave energy was generated by the release

of bound waves from the SS groups, or by some other non-linear mechanism such as the

time-varying breakpoint mechanism described by Symonds et al. (1982). This can be done

by calculating the coherence amplitude and coherence phase of the SS wave envelope (ηss,env)

versus the sea level signal η at IG periods. (Masselink 1995; Baldock and Huntley 2002;

Péquignet et al. 2009; Contardo and Symonds 2013).

A signature of bound waves is obtained if the coherence amplitude at IG periods between

ηss,env and η at the same location is statistically significant, and the corresponding coherence
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phase is near 180◦, with a possible shift towards 90◦ as we get closer to shore (Elgar and

Guza 1985; Baldock 2012).

In the case of free waves that were released from bound waves, ηss,env and η at the

same location are expected to be statistically incoherent. However, ηss,env at an offshore site

outside the surf zone and η at shoreward sites within the surf zone should be statistically

coherent with a coherence phase near 180◦, with a possible shift towards 90◦.

We calculate the SS wave envelope, ρ, using the surface elevation and its Hilbert transform

(Janssen et al. 2003):

ρ = |ηhf + iĤ(ηhf )|lf , (2.5)

where hf is high frequency (T ≤ 30 sec), lf is low frequency (T > 30 sec), ηhf is the high

frequency sea level, and Ĥ is the Hilbert transform operator.

To obtain additional clues regarding the type of IG wave that triggers the harbor os-

cillations, we will contrast the coherence analyses between the sea level observations from

available harbor and coastal sites (the same analyses employed to evaluate hypotheses A1,

A2, B1, B2, C1, and C2) with coherence analyses between the envelope of offshore SS

amplitude, ηss,env, and sea level, η, from sites inside the harbor.

2.4.3 The Role of Time-Varying, SS-Driven ”Setup” (Hypotheses

C6 and D1)

To test these hypotheses we will be applying a coherence analysis to a cross-shore array that

extends offshore of the surf zone during large SS forcing conditions. To find a signature of

setup that was induced by the breaking of SS wave groups, we are looking for the following

evidence:

1. High coherence amplitude and coherence phase near 180◦, between the sea level height

offshore of the breakpoint and the sea level height shoreward of the breakpoint, since
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there is a set-down offshore of the breakpoint and setup shoreward of the breakpoint

(Bowen et al. 1968).

2. High coherence amplitude and∼ 0◦ coherence phase at IG periods between the envelope

of SS wave amplitudes (ηss,env) outside the breakpoint, and sea level, η, within the surf

zone. This is what we would expect if the setup is induced by the SS wave groups.

Given a deep-ocean significant wave height (H∞) and a peak period (Tp) for the SS waves,

the set-down of the sea level offshore of the breaking wave zone, the location and wave

height at the point of wave breaking, and the setup within the surf zone, can be calculated

as follows:

1. Apply conservation of energy flux and use linear wave theory to calculate the evolution

of the offshore significant wave height, Hoff , and the set-down, η̄, up to the breakpoint:

Hoff = H∞

√
C∞
2Cn

, (2.6)

where C = gT
2π
tanh

(
2πh
L

)
is the phase speed, C∞ is the phase speed at infinity, T is the

wave period, n = 1
2

(
1 + 2kh

sinh(2kh)

)
, k = 2π

L
is the wavenumber, L is the wavelength, and

h is the local water depth.

η̄ = −
kH2

off

8sinh(2kh)
, (2.7)

where the mean water level here, η̄, is the wave-induced set-down (Longuet-Higgins

and Stewart 1964).

2. Use the breaker height index, γb =
(
H
h

)
b

and set it to γb ' 0.78 (Thornton and Guza

1982) to find the breakpoint location and the wave height at the breakpoint. Using

Eq.(2.6) and taking set-down into account, we obtain:

γb =

[
H∞
d

√
C∞
2Cn

]
b

' 0.78, (2.8)
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where d = η̄ + h is the mean water level plus the local water depth.

3. Find the wave height decay through the surf zone using the similarity method (Thorn-

ton and Guza 1982), and calculate the setup within the surf zone:

Hsz ' 0.42d, (2.9)

where Hsz is the surf zone significant wave height, and Hsz/d approaches 0.42 for a

saturated inner surf zone.

The setup within the surf zone is (Longuet-Higgins and Stewart 1964):

η̄ = −
∫
dx

(
3

16

1

η̄ + h

d(H2
sz)

dx

)
. (2.10)

2.4.4 Large-Scale Modes of the Hawaiian Islands (Hypothesis D2)

We apply a coherence analysis for pairs of sea level sensors at different sides of O’ahu Island

and between several Hawaiian Islands. We look for high coherence amplitude values with

corresponding coherence phases around 0◦ or 180◦. We apply this analysis for data collected

during times of weak and strong SS forcing, in order to see whether any such island-wide

modes are triggered under minimal background SS forcing levels (e.g., by local winds), or

maybe strong SS forcing levels are needed to trigger them. We also generate PSD plots for

each site to identify the dominant spectral peaks. Any spectral peaks identified from the

above auto- and cross-spectral analyses are compared to model-predicted modes from the

studies of Munger and Cheung (2008) and Cheung et al. (2013).

2.4.5 Free IG energy from remote sources (Hypothesis A0)

By combining coastal sea level records and deep-water sea level records (obtained from

bottom pressure measurements) from sites that are exposed to the NW and NE of O’ahu
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Island, we will look for a signature of free IG waves that arrive from remote sources such as

the Northwest U.S. coast (Webb et al. 1991; Aucan and Ardhuin 2013).

Under SS forcing that arrives from the NW direction, the free IG wave field along the

north shore coast is mostly generated locally, either by nonlinear interactions (among SS

waves or with the local bathymetry) at the coast, or as released bound waves. When SS

is relatively weak, there may be times when IG waves generated remotely (such as on the

northwest shores of North America) are strong enough to be an important forcing source

of coastal and harbor IG waves on the North Shore of O’ahu. When investigating this

path of IG energy, we look at the significant wave height in the 1-20 min IG period band

(Hsig,IG) at each deep-water site (sites 11 & 12 in Fig. 2.3), and identify time periods when

SS levels are minimal and Hsig,IG at the NE site (Hsig,IG;NE) is greater than Hsig,IG at the

NW site (Hsig,IG;NW ). Under such conditions, free IG waves arriving from remote sources

could potentially be important and maybe even dominate the locally-generated IG waves.

IG wave energy at the deep-water (∼ 2000m) sites is most likely dominated by free, rather

than bound, IG waves, since the bound waves decay quickly in the vertical like the SS waves

in the groups to which the IG waves are bound.

We calculate Hsig,IG by applying a 4th-order Butterworth band-pass filter to isolate only

variability in the 1-20 min period band, and then every 15 min averaging 30 min of data

(i.e., resulting in 50% overlap between adjacent data points). For the case of Hsig,IG;NE >

Hsig,IG;NW under minimal SS conditions, a coherence analysis between sites 11 and 12 is

being used to identify coherent signals where site 12 (located northwest of O’ahu) leads site

11 (located northeast of O’ahu), which would support the idea that the free IG wave field

arrives somewhere from the west coast of America. To further try and estimate the region

from which the free IG waves arrives, we follow Filloux et al. (1991) and assume plane wave

propagation to calculate the phase lag between the two stations (Φ):

Φ(ω) =
360

2π
Dkcos(θ), (2.11)

where D is the distance between the two sites, k = k(ω) is the wavenumber of the gravity
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waves, θ is the propagation angle of the waves relative to the line connecting the two sites,

and ω is the radian frequency and is calculated from the dispersion relation of gravity waves:

ω2 = gktanh(kH), (2.12)

where g is the gravitational acceleration, and H is the local ocean depth at the location of

the sites (assuming the sites are located at the same depth). By calculating Φ for several

possible propagation angles (θ), we overlay Φ on the observed coherence phase (φη,η) to find

the value of θ that results in the best fit. Finally, we use this value of θ to estimate the

region from which the free IG waves arrived.

Alternatively, simple concepts from linear wave theory can be applied to the shallow-

and deep-water sea level datasets to determine whether the offshore IG wave field contains

sufficient energy to trigger the observed response at the coast at particular IG period band/s.

We start by assuming that the energy flux (F ) of the gravity wave field is conserved as the

waves propagate from deep to shallow water. Assuming a unidirectional wave field, the

energy fluxes at the shallow water site (1) and deep water site (2), are:

F1 = (ECg)1 = E1Cg;1, (2.13)

F2 = (ECg)2 = E2Cg;2, (2.14)

where E is the energy density, Cg is the gravity wave group velocity, and the subscripts 1

and 2 represent the shallow and deep water sites, respectively. Then setting F1 = F2 yields

the following relationship:

E2 =
Cg;1
Cg;2

E1, (2.15)

where Cg;1,2 is obtained from the kinematics of linear gravity waves:

Cg;i =

(
gT

4π

)
tanh

(
2πhi
L

)[
1 +

4πhi
L

sin(4πhi
L

)

]
, (2.16)
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where i = 1, 2, T is the period of the gravity wave, and hi is the water depth at site i.

The same relationship holds if the energy density, E1,2, is replaced with the power spectral

density, PSD1,2, since they only differ by a normalization factor.

Using the PSD at the shallow water site, PSD1, Eqs.(2.15) and (2.16) can be used

to calculate a hypothetical spectra at a deep water site, PSD2. Note that PSD2 is the

hypothetical spectra at site 2, but at depth h1, and it needs to be adjusted to account for

the depth decay of the pressure signal to yield PSD2 at depth h2.

If for a given deep-water site (sites 11 or 12) the projected deep-water spectra is signifi-

cantly greater than the observed deep-water spectra at the IG band of interest, that means

that it is unlikely that the energy of the offshore IG wave field significantly contributes to

the coastal IG response. On the other hand, if the levels of the hypothetical and observed

spectra at the deep-water site are comparable, that would suggest that the observed coastal

IG oscillations could possibly be triggered by the offshore IG wave field.

2.5 Analysis and results

For initial exploration of Hale’iwa Harbor’s response to offshore SS forcing we generated

monthly spectrogram plots. Using sea level datasets at sites 10 and 1, Figures 2.17 and 2.18

clearly reveal a one-to-one correspondence between the offshore SS forcing and the IG

response in Hale’iwa Harbor. There are also faint horizontal ridges of PSD that at all

times appear at the approximate periods of 6, 8, 12.5, 18, and 23 min. These appear to be

the fundamental modes of oscillations of Hale’iwa Harbor region (harbor and/or coast), and

are excited even when SS forcing amplitudes are minimal. The one-to-one correspondence

between offshore SS forcing and harbor IG response, and the horizontal ridges of PSD,

are seen in all of our spectrogram plots when both offshore SS and harbor IG data were

available between the years 2001 - 2010. The high-frequency datasets from the 2011/2012

and 2013/2014 deployments at sites inside the harbor have also revealed the same faint

horizontal ridges of PSD in the 6-23 min period band (see Figs. 2.19 and 2.20). In addition,

they also reveal a horizontal ridge near 90 sec, but it is nearly absent during times when SS
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forcing levels become minimal. The low frequency band of energetic spectra slightly past

day 90 in Fig. 2.20, is the result of a magnitude 8.2 tsunami event that originated from

Northern Chile. Focusing on the short-period IG band from 0.5-2 min in the 2013/2014

dataset, the spectrogram in Fig. 2.21 reveals additional ridges with the strongest one at 47

min, a weaker one at 66 min, and a faint hint of what could potentially be an additional

ridge at 43 min. The same results (not shown here) are obtained in the 0.5-2 min period

band of the 2011/2012 dataset.

As will be shown in greater detail in Chapter 3, the correspondence between the coastal

and harbor IG energy response to the energy of the offshore SS forcing, Ess, does not

appear to be very tight. The relationship is greatly improved when taking into account the

periodicity and direction of the incoming SS wave field, incorporating them into a new SS

parameter, Fss,cf , the energy flux propagating perpendicular to shore.

In Fig. 2.22 we see a scatter plot between Fss,cf at site 10 and the harbor IG sea level

response at site 1 (Harbor Sη,η). It shows that there is a white noise level in each of these IG

period bands. In the high frequency IG band (4-10 min), the initial increase in the harbor

spectra above the white noise level occurs at relatively low SS forcing levels, whereas this

initial increase shifts to higher SS forcing levels at the lower frequency IG bands (10-15 min

and 15-40 min). The relationships are better defined after bin-averaging is applied to the

cloud of data (while keeping a fixed number of data points), and then a curve is fit through

the averages using the smoothing spline interpolation technique (MATLAB function: spaps).

The resulting curve fits are the red curves in Fig. 2.22.

2.5.1 Excitation of Linear Coastal or Harbor Modes (Hypotheses

A1, B1, C1, A2, B2, & C2)

In this section we search for evidence showing that the free IG oscillations have a cutoff

frequency separating purely coastal and purely harbor oscillations; or, possibly a range of

frequencies exists where there is overlap between the coastal and harbor oscillations, meaning

that the coastal and harbor systems are connected and may exchange energy. Sea level
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records from the 11/2011 - 05/2012 deployment are used to look at the coherence amplitude,

coherence phase, and amplification, between the harbor and a nearby offshore site (we average

spectra from five three-day long blocks taken from the strongest/weakest SS events during

11/04/11 - 01/31/12). As was described above in Section 2.4.1, the coherence amplitude and

phase can provide information regarding the possible existence of modes, and whether the

oscillations of the coastal and harbor systems are connected (high coherence amplitude and

in/out of phase), or possibly the systems oscillate independently (statistically insignificant

coherence amplitude, as long as neither site is located at a node). The amplification, A,

will determine whether the oscillations are more energetic at the coast or within the harbor,

and the gain will add information (through the cross-spectrum term) regarding whether the

forcing at the coastal site, and the response at the harbor site, are connected.

The coherence amplitude (γη,η), coherence phase (φη,η), amplification (A), and gain (G)

between sites 1 and 6, approximately 2 km apart (see Figs. 2.1 and 2.2 for exact locations),

are seen in Fig. 2.23. Under weak SS forcing conditions (blue curves), oscillations at periods

longer than ∼12 min are highly coherent having coherence phase values that are stable

around 0◦, indicating a harbor-coastal system that exchanges energy. Under strong SS

forcing conditions (red curves) the coherence amplitude is greatly reduced at periods longer

than ∼12 min, possibly due to the nonlinear excitation by SS of a broad spectrum (in

wavenumber) of IG waves along the coast. The exceptions are at particular periods, i.e.,

∼23 min and ∼18 min, where large scale coastal modes of the north shore coast have been

identified (e.g., Fig. 2.6, Fig. 2.7, and Fig. 2.16). At these periods, the coherence remains

high under strong SS forcing.

In the 3 ∼ 12 min period band, the coherence amplitude is lower but still above the

95% level of no significance, with similar levels under weak and strong SS forcing. The

coherence phase in this period band has several 180◦ transitions that are accompanied by

sharp decreases in coherence amplitudes, an indication of possible nodes that are being

introduced between the two sensor sites as frequency increases. Such transitions most clearly

occur at the approximate periods of 12 min and 6 min. To further explore that, we look at
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Fig. 2.24, which focuses on the 1-40 min period band in the coherence amplitude and phase

plots from Fig. 2.23. The coherence phase here is unwrapped in order to identify periods

where sharp transitions occur. Under weak SS we identify 180◦ transitions at periods of

12 min and 6 min. Under strong SS there is only one clear transition at around ∼ 9 min.

The greater variability and lower levels of coherence amplitude under strong vs. weak SS

forcing, are likely the cause of the shift in the first 180◦ transition under strong SS forcing.

All of these 180◦ transitions are accompanied by sharp drops in coherence amplitude to the

95% level of no significance, or below it. These phase transitions seen in Fig. 2.24 suggest

that the wavelengths of the waves having periods shorter than ∼12 min are shorter than the

distance between sites 1 and 6, and are at most comparable to the distance between these

two stations. This is also supported qualitatively by the numerical model results of Munger

and Cheung (2008) (compare the panels of the 6 min & 10 min oscillations with the 15 min

oscillations around Kaiaka Bay in Fig. 2.16), where we see that the oscillations are confined

to a short distance offshore from the coast. In this region, there is significant reflection of

IG waves from the shoreline (as will be supported by numerical model results in Chapter 4),

which results in destructive interference of the IG waves.

The amplification in the 4 ∼ 15 min period band (Figs. 2.23 and 2.24) reveals much

higher energy levels inside the harbor, although at this stage it seems like oscillations at

these long periods are likely governed by the coastal system and may not be harbor modes,

since their corresponding wavelengths are possibly too long to be trapped in a harbor as

small as Hale’iwa. A plausible explanation for these high amplification levels that were

observed in the harbor at these long periods, is that the water is converging (horizontally

and vertically) as it enters the small volume of the harbor, resulting in vertical sea level

displacements that are much greater compared to the displacements observed at the coast.

This was further studied and supported using numerical model results that are presented

in Chapter 4, although it will also be shown that the gravest mode of Hale’iwa Harbor

potentially oscillates at a relatively long period of ∼6 min. Figs. 2.25 and 2.26 confirm that

the variance inside the harbor is greatest in the approximate 5 ∼ 15 min period band, and is
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much smaller in this period band outside the harbor at site 6. This was further studied and

supported using numerical model results that are presented in Chapter 4. Another possibility

is that the location of site 6 at the coast is where the sea level variability in the 4 ∼ 15 min

band is relatively weak. The numerical model results of Chapter 4 qualitatively suggest that

this is possible. The bottom panel of Fig. 2.23 shows that there is very little cross-spectral

gain between sites 1 and 6, meaning that the forcing at site 6 does not contribute much to

the response at site 1 in this particular period band. As was mentioned above, this result

could be sensitive to the position of site 6 at the coast.

In the 75 sec ∼ 3 min period band (Figs. 2.23 and 2.24), the coherence amplitudes are very

close to the 95% level of no significance, an indication of decoupling in this band between the

harbor and coastal systems. The corresponding amplification in this band, being generally

less than 1, suggests that oscillations in this period band are primarily coastal. An exception

is the 90 sec period where the harbor is more energetic, and the amplification exceeds 1,

although the gain does not. The concomitant slightly higher coherence amplitudes imply

that around this period energy is possibly being exchanged between the harbor and the coast.

Fig. 2.26 confirms that the variance at 90 sec is relatively high inside the harbor. At periods

shorter than 75 sec in Fig. 2.23, the coherence amplitude is statistically insignificant, and

the corresponding coherence phase varies in a random fashion. This implies that the harbor

and coastal systems are not exchanging energy. Other than at 90 sec, the amplification in

this band indicates more energy at the coast, and no gain from site 6 to site 1.

To identify any spatial variation in the coherence amplitude, coherence phase, ampli-

fication, and gain, between the harbor and offshore, we used datasets from the 11/2013 -

05/2014 deployment (see Figs. 2.1 and 2.2 for exact locations), and applied a similar spectral

analysis between harbor sites 1, 2, and 4, versus offshore site 7, which is about 50% further

west from the harbor than site 6 discussed above. We averaged spectra from four three-day

long blocks during strong and weak SS events in that time period (see Table 2.4 for exact

time periods).

The coherence, amplification, and gain analyses at these four harbor sites are seen in
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Figs. 2.27-2.29, and reveal results that are qualitatively very similar to the ones seen with

the 2011/2012 datesets (Fig. 2.23). The lower values of coherence amplitudes in the 30

min to ∼ 4 hr period band, and the difference between the amplifications during weak and

strong SS at periods longer than ∼30 min, are all likely due to the greater distance that

exist between these pairs of sites as compared to the distance between sites 1 and 6. Again

here, the PSD and variance preserving plots (Figs. 2.30 and 2.31) reveal the dominant period

bands inside the harbor and at the coast.

To get an idea of the coherence along the coast under weak and strong SS forcing, we

applied a coherence analysis between sites 6 and 9, about 7 km apart. Despite the larger

distance, the result (Fig. 2.32) is qualitatively quite similar to the harbor versus near-coast

coherences under weak and strong forcing. Under weak SS forcing, Fig. 2.32 shows that the

coherence amplitude is very high at periods longer than ∼15 min, and is greatly reduced at

shorter periods. There are, however, particular peaks in the coherence amplitude that appear

to be separated by relatively sharp minima. Those minima occur around the approximate

periods of: 12, 9.5, 7.5, 5.5, 3.5, 2.5 min, and possibly others, and some of them (e.g., 9.5, 5.5,

3.5, and 2.5 min) also appear to be accompanied by relatively sharp coherence phase jumps

near ∼ 180◦, indicating the possible existence of modes. We previously identified signatures

of modes near these particular periods. At shorter periods, the coherence amplitude is

much lower, but still statistically significant down to ∼1 min. During strong SS forcing, the

coherence is greatly reduced compared to the weak SS forcing case, as in the harbor versus

coast coherence, with the exception of the 23 min period where the coherence is very high,

being nearly 1. Fig. 2.32 shows that the coherence along the coast, like the harbor versus

coast coherence, is reduced once SS forcing levels become large.

The qualitative difference between the coherence amplitude levels during weak and strong SS

forcing is not expected to change significantly for pairs of sensors closer together along the

coast. The distance of the sites 6 and 9 from shore should also lower the coherence amplitude

levels of short oscillation periods of the order of minutes, since oscillations at short periods

will not extend far offshore and may not reach sites 6 and 9. Both these conjectures of the
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IG variability can be tested with the model described in Chapter 4.

The evidence presented so far - observed auto-spectra, coherences, amplification factors

and gains - in conjunction with published model-data comparisons during the occurrences of

tsunamis at Hawai’i, supports the conclusion that a spectrum of discrete natural frequencies,

of coastal and perhaps harbor modes, does exist for periods from the ”gravest” normal mode

of the North Shore of O’ahu at a period of 23 min (Munger and Cheung 2008) down to

periods as short as perhaps 3 min or even shorter.

The spectra within the harbor (e.g., Figs. 2.7, 2.25 and 2.30), that are based on data

collected from the high-sampling-rate sensors deployed in the winters of 2011/2012 and

2013/2014, along with the lack of coherence between harbor and coastal sensors at periods

shorter than ∼3 min (e.g., Figs. 2.23, 2.27- 2.29), strongly suggest that the harbor has

its own natural modes at several periods ≤ 3 min, with the best example at 90 sec period.

The amplification factor suggests a resonance of the harbor at 90 sec (e.g., Figs. 2.23, 2.27,

2.28), but the gain does not. However, these metrics are subject to a great deal of positional

dependence within the harbor (as seen in the variations among the amplification factors in

Figs. 2.27- 2.29), and probably outside the harbor as well. The numerical model presented

in Chapter 4 permits quantification of the positional changes in spectra and coherences of

modal and non-modal IG variability.

Most importantly, the spectra and coherences clearly indicate that whatever modes might

be excited by weak SS forcing, in the harbor or at the coast, these modes become nearly

irrelevant for explaining the broad-banded suite of IG oscillations that tend to smooth out

the auto-spectra and greatly reduce horizontal coherence under strong SS forcing.

2.5.2 Bound Wave Impacts; Generation of leaky and edge waves

(Hypotheses B3, C3, C4, & C5)

To build an understanding of the processes that determine the IG wave field variability in

Hale’iwa Harbor and its vicinity, we need to have an array of SS and IG wave observations

from the nearshore to offshore. Such observations were not available to us near the harbor,
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but observations collected from a cross-shore array ∼ 5.5 km west of the harbor (Mokuleia

stretch of coast, sites 8a-8c in Fig. 2.2), were given to us by Mark Merrifield and Janet Becker.

Much of the analyses in this section involve the use of datasets from these observations at

Mokuleia, and these are complemented with observations from inside the harbor and one

outside (from the 2011/2012 deployment), in order to shed some light on the variability of

the IG wave field closer to the harbor.

2.5.2.1 Auto- and Cross-Spectral Analysis Applied to the Mokuleia Experiment

The 12m and 6m Mokuleia datasets (sites 8a and 8b in Fig. 2.2) were used to explore the

relative strengths of bound and free IG waves per the relationship described in Section 2.4.2.

For each of the weak, moderate, and strong SS cases we use two 3-day long time series (see

Table 2.4 for exact time periods). The IG energies, EIG,6 and EIG,12, at these two sites are

contrasted in scatter plots in Fig. 2.33, where the IG energies have been sorted according

to the strength of SS forcing: weak (panel a), moderate (panel b), and strong (panel c)

SS. Power law fits (two straight lines: y = f(x) and x = g(y), ploted on loglog axes, with

corresponding slope and y-intercept values indicated on each plot), and correlation coefficient

(r), are shown on each plot. The possible theoretical relationships between the IG energies

at 6m and 12m (see Section 2.4.2) are plotted as straight dotted lines for the case of bound

waves,
(
h6
h12

)−5
, edge waves,

(
h6
h12

)−1
, or leaky waves,

(
h6
h12

)−1/2
.

From Fig. 2.33, we see that under weak and moderate SS conditions the IG wave field is

composed mostly of free waves as the cloud of data are lined up with the theoretical lines

for edge and leaky waves. Under strong SS conditions we see that the cloud of data and the

corresponding fitted lines are lying between the theoretical lines of bound and free waves,

implying that the IG wave field is composed of a mixture of free and bound waves. These

results agree with observations made by Elgar et al. (1992) at two sites, one in the Pacific

and another in the Atlantic. In their study, they found that under weak SS conditions bound

waves contributed less than 10% at both 8m and 13m, and under strong SS conditions bound
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waves contributed about 30% at 13m and 70%− 100% at 8m depth.

Note that in the strong SS case in Fig. 2.33, the group of most energetic data points

(EIG,12 > 40 cm2) were excluded from the line fit as they do not follow the trend of the

remaining cloud of data. We believe that during these strongest SS energy levels the SS

breaking point is located between sites 8a & 8b (12m & 6m depths, respectively), in which

case the most energetic waves will break further offshore from site 8b and will show more

energy loss by the time they reach site 8b. In fact, we calculated the wave transformation for

these weak, moderate, and strong SS conditions, and we found that the breaking point lies

between sites 8b and 8c under weak and moderate SS conditions (not shown), and between

sites 8a and 8b under strong SS conditions (see subsection 2.5.3).

Fig. 2.34 shows results from the same analysis, applied to the pair of sites that are located

closest to shore: 8b & 8c (6m & 2m depths, respectively). Here, we see that under weak

and moderate SS forcing conditions the IG wave field is composed of leaky waves. Under

strong SS forcing conditions, the cloud of data shifts away from all three theoretical lines,

but it remains closest to the line of leaky waves. Since in subsection 2.5.3 we show that

under similar SS forcing conditions sites 8b and 8c are located well within the surf zone,

the above results suggest that any bound wave energy arriving from offshore transforms into

freely propagating waves that are predominantly leaky well within the surf zone.

Sea level datasets from the cross-shore array at sites 8a, 8b, and 8c, (12m, 6m, and

2m, respectively) at Mokuleia, are used to calculate the coherence amplitude and coherence

phase between the SS wave envelope (ηss,env) and sea level (η) at each of these locations

and for pairs of locations, for weak and strong SS forcing cases (see Table 2.4 for exact time

periods). Using these we are looking for signatures of free or bound IG waves. Here, we

follow a methodology similar to the one employed by Contardo and Symonds (2013). At

a single site, given high levels of coherence amplitude of ηss,env vs. η: (i) a corresponding

coherence phase near/at 0◦ would be the expected signature of locally generated IG waves

(leaky or edge); and, (ii) a corresponding coherence phase near/at 180◦ would be the expected
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signature of bound IG waves. For a pair of sites, given high coherence amplitude of ηss,env

at a seaward site vs. η at a shoreward site: (i) a corresponding coherence phase near/at 0◦

would be the expected signature of free IG waves (leaky or edge); and, (ii) a corresponding

coherence phase near/at 180◦ would be the expected signature of IG waves that are either

bound IG, or are release-bound (i.e., free). For the latter case, if in addition ηss,env and η are

coherent at the seaward site and (iia) coherent at the shoreward site, then it is the signature

of bound IG waves; (iib) incoherent at the shoreward site, then it could potentially be the

signature of released-bound IG waves. We should keep in mind, however, that the expected

coherence phase of 180◦ for bound waves is based on the assumption that the IG wave field

is unidirectional.

The PSD of ηss,env and η at a given site, under weak (left column), and strong (right

column) SS forcing, are seen in Fig. 2.35. We first note the clear expression of the free IG

modes at 12.5 and 23 min periods under weak SS forcing at sites 8a (12m depth; Fig. 2.35a,

dark red curve), and 8b (6m depth; Fig. 2.35b, dark red curve). Under strong SS forcing,

the two mode peaks have effectively disappeared at the offshore-most site, 8a (Fig. 2.35d,

dark red curve). Under strong SS forcing, the spectral levels of ηss,env are nearly two orders

of magnitude higher at the offshore-most site, 8a (compare black curves in Fig. 2.35a and

d)), about an order of magnitude higher at the middle site, 8b (compare black curves in

Fig. 2.35b and e), and less than an order of magnitude higher at the site closest to shore, 8c

(compare black curves in Fig. 2.35c and f).

For a given site (at each of the sites 8a-8c), under weak SS forcing, the coherence between

ηss,env and η, is shown in Fig. 2.36. At site 8a (12m), the coherence amplitude is weak at

the 12.5 and 23 min mode peak periods (Fig. 2.36a), as would be expected if a free coastal

mode is dominant. At shorter periods, the coherence amplitude is stronger and significant,

but does not imply a dominant relationship between the SS waves and IG waves. The phase

at these shorter periods, when the coherence amplitude is well above the 95% level of no

significance, fluctuates around 180◦, indicative of the presence of bound waves. Very similar

results are obtained for site 8b (6m) at periods shorter than ∼8 min (Fig. 2.36c,d). At site 8b
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in the 8-120 min period band, ηss,env and η are incoherent. This lack of coherence could be

explained as being due to the release of IG variability that had been bound to SS variability

at site 8a, but was then released and propagated freely between sites 8a and 8b. At site 8c

(2m), ηss,env and η are incoherent at nearly all periods, except at periods shorter than ∼ 90

sec (Fig. 2.36e,f). This suggests that most bound waves have been released as free IG waves

offshore of site 8c. In addition, the IG wave field at site 8c may contain free waves that are

generated locally during SS wave breaking (Péquignet et al. 2014). As stated earlier, the

breakpoint for any non-trivial SS waves arriving at Mokuleia is expected to almost always

be offshore of site 8c.

For a given site (at each of the sites 8a-8c), under strong SS forcing, the coherence between

ηss,env and η, is shown in Fig. 2.37. At site 8a (12m), the coherence amplitude between ηss,env

and η is now very high at periods of ∼3 hours and less (Fig. 2.37a). The corresponding

coherence phase is consistently near or at 180◦ (Fig. 2.37b), suggesting that bound waves

are the dominant form of IG waves at this site under strong SS forcing conditions. Since

the spectrum of the SS envelope was found to be two orders of magnitude higher under

strong SS forcing and has a relatively uniform value in the coastal mode period band of 6-23

minutes (Fig. 2.35, compare black curves in panels a and d), it’s clear that the bound IG

wave energy is overwhelming the free IG mode peaks that are so clearly present under weak

SS forcing conditions. The only hints of the existence of the two IG modes under strong

SS forcing are the slight dips of the coherence amplitude around the periods of 12.5 and 23

min (Fig. 2.37a). At site 8b (6m), ηss,env and η are significantly but not strongly coherent

for periods shorter than ∼ 8 min, and the corresponding coherence phase is generally close

to 180◦, with some shift towards 90◦ (Fig. 2.37c,d). This result is very similar to the one

obtained at this site under weak SS forcing (Fig. 2.36c,d), suggesting that at periods shorter

than ∼ 8 min the IG variability may be generated by bound waves, but these are likely not

the dominant form of IG waves at site 8b. Across most of the 8-120 min period band, ηss,env

and η are significantly but not strongly coherent, and the corresponding coherence phase

fluctuates between 120◦ − 180◦. This suggests that the IG variability at this site may be
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composed of bound waves, but some forms of free IG waves may be important as well (i.e.,

leaky, edge). At site 8c (2m), the coherence amplitude between ηss,env and η is significantly

high at periods shorter than ∼ 20 min, and the corresponding coherence phase is, on average,

close to 0◦. This suggests that bound waves are no longer important at the shallow site 8c,

that free waves dominate the IG oscillations, and that those free waves are somehow linked

to the local SS waves. One possibility is that those free IG waves are generated by the

time-varying breakpoint mechanism of Symonds et al. (1982) (also, Péquignet et al. (2009);

Contardo and Symonds (2013)).

For pairs of sites, under weak SS forcing, Fig. 2.38 shows the coherence amplitude and

phase between η vs. η (orange curves), and ηss,env at a seaward site vs. η at a shoreward

site (black curves). For the pair of sites 8a & 8b, the coherence amplitude of η vs. η is very

high at long periods, and is sharply dropping at certain periods (e.g., at ∼3.5 min, and 1

min, in Fig. 2.38a, orange curve). The corresponding coherence phase is stable around 0◦ at

long periods, and jumps by ∼ 180◦ at the periods where the coherence amplitude sharply

drops (e.g., at ∼3.5 min, and 1 min, in Fig. 2.38b, orange curve). The PSD at site 8b under

weak SS forcing conditions (Fig. 2.13, blue curve) shows broad spectral peaks around 3.5 min

and 1 min, suggesting that the drops in coherence amplitude and corresponding coherence

phase transitions seen in Fig. 2.38a,b are the result of modal oscillations. The corresponding

coherence amplitude of ηss,env vs. η is low and significant only at periods shorter than ∼8

min (Fig. 2.38a, black curve), where the corresponding coherence phase varies from positive

to negative phases continuously (negative phase difference), implying propagation towards

shore (Fig. 2.38b, black curve) at these periods. Very similar results are obtained for the

pairs of sites 8a and 8c (Fig. 2.38c,d), and 8b and 8c (Fig. 2.38e,f), except that the coherence

amplitude in the ∼15-200 min period band has decreased for η vs. η and increased for ηss,env

vs. η (except for the strong minimum near 23 min that is likely due to the oscillations of the

23 min North Shore mode). The corresponding coherence phases (for η vs. η and ηss,env vs.

η) in the ∼15-200 min period band fluctuate around 0◦. In section 2.5.3 we will discuss the

possibility that this is SS-induced ”setup” variability. For the pairs of sites in Fig. 2.38, the
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relatively low coherence amplitude levels of ηss,env vs. η do not allow us to identify an energy

pathway that involves a particular type of IG waves (i.e., bound, leaky, edge); however,

the higher coherence amplitude levels of η vs. η with corresponding 0◦ coherence phase

and subsequent 180◦ transitions that coincide with broad spectral peaks, are an indication

that the local mode structure is dominant at these Mokuleia sites under weak SS forcing

conditions. At periods shorter than ∼4 min, we see high coherence and clear directional

phase propagation (e.g., see Fig. 2.38c,d). As the period of the SS wave groups becomes

shorter, the wavelengths shorten to be of the order of the distance between the above pairs

of sites, and shorter. For progressive IG waves, if the signals between a given pair of sites

are coherent, the corresponding coherence phase will be continuously varying in a certain

direction. The phase propagation in the example of Fig. 2.38c,d is shoreward. A detailed

investigation of the origin and type of these IG waves will require future analyses.

For pairs of sites, under strong SS forcing, Fig. 2.39 shows the coherence amplitude and

phase between η vs. η, and ηss,env at a seaward site vs. η at a shoreward site. In Fig. 2.39a,b

we see that ηss,env at 8a vs. η at 8b (black curve) have relatively low coherence levels that

are statistically significant in the ∼8-200 min period band, with corresponding coherence

phase values fluctuating close to 0◦ across most of that band (with an exception around 55

min). At periods shorter than ∼8 min the coherence amplitude and phase suggest waves

propagating shoreward. For η at 8a vs. η at 8b (orange curve), the coherence amplitude

behaves very similar to the black curve, but the coherence phase is closer to 180◦ across

much of the 15-150 min period band. Qualitatively, very similar results are obtained for the

pairs of sites 8a vs. 8c, as can be seen in Fig. 2.39c,d. Here, the coherence amplitude levels

between ηss,env at 8a vs. η at 8c are slightly higher than the case described above, and the

coherence phases are more stable around 0◦ for ηss,env at 8a vs. η at 8c, and 180◦ for η at

8a vs. η at 8c. Again, similar results are qualitatively obtained for the pair of sites 8b and

8c (Fig. 2.39e,f), except that here the coherence phase is stable near zero for ηss,env at 8b

vs. η at 8c, and η at 8b vs. η at 8c. As was seen for the case of weak SS forcing (Fig. 2.38),

here, under strong SS forcing conditions, we also see directional phase propagation towards
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shore at periods shorter than ∼4 min. As was mentioned above, a detailed investigation of

the origin and type of these IG waves will require future analyses.

The above coherence analysis results of ηss,env at a seaward site vs. η at a shoreward site,

under strong SS forcing conditions, suggest that the IG waves between the different pairs

of sites are likely free, generated by the time-varying breakpoint mechanism, or by some

other mechanism that is tied to the SS wave groupiness at the offshore site 8a. Nevertheless,

the coherence amplitude levels are not very high (especially for the pair of sites 8a vs. 8b),

and at most explain 65% of the variance (between sites 8a and 8c). The evidence for the

existence of bound IG waves at site 8a (Fig. 2.37), combined with results from the present

analysis for pairs of sites (Fig. 2.39), suggests that the bound waves were released as free

waves somewhere between sites 8a and 8b. Since we are dealing with very high SS forcing

levels, it is likely that the group structure is dramatically altered after wave breaking. Each

wave-group bore may become independent of other wave-bores, resulting in wave-groups

being randomized as they approach site 8b.

2.5.2.2 Auto- and Cross-Spectral Analysis Applied to the Hale’iwa Harbor Data

In the previous subsection we looked at the IG variability at the coast using the cross-shore

array of three sites at Mokuleia. However, these are located ∼ 5.5 km west of Hale’iwa

Harbor and do not provide us any information regarding the IG variability in the vicinity of

the harbor, and how it may be connected to the IG variability inside the harbor. Although

the datasets from our 2011/2012 deployment are from only two sites inside the harbor and

one ∼2 km offshore, these are the best available datasets that we have with a relatively short

distance between the harbor and a site at the coast (i.e., the pairs of sites 5 and 6, or 1 and

6). At a given site (done separately for sites: 1, 5, and 6), we look at the PSD of ηss,env

and η, and coherence analysis between ηss,env and η, in order to determine whether the IG

variability at these sites is dominated by bound or free IG waves. High coherence between

ηss,env and η at a given site, with corresponding coherence phase near/at 180◦, would suggest

the existence of bound IG waves. If the corresponding coherence phase is near/at 0◦, that
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would suggest the existence of free IG waves that were not bound to groups of SS waves. We

note that since the 23 min oscillation appears to be the gravest mode of the north shore (e.g.,

see Figs. 2.7, 2.10, 2.14, and 2.16), it does not seem to be appropriate to use the term ”wave”

for oscillations having periods longer than 23 min. An exception is large-scale island-wide

and inter-island modes of oscillations, which will be described in Section 2.5.4.

Figs. 2.23 and 2.24 showed the coherence analysis for sites 1 vs. 6. The coherence

amplitude is very high at periods longer than∼12 min with coherence phase near 0◦, dropping

to lower levels down to ∼3 min with coherence phase changing sharply 180◦ at ∼12 min and

∼6 min, indicating that at these periods nodes are being introduced between the sites, and

changing more gradually at shorter periods, an indication of progressive waves. At periods

shorter than ∼3 min, the coherence amplitude is close to the 95% level of no significance,

with the exception near 90 sec where it is higher. As can be seen in Fig. 2.40, similar

results are qualitatively obtained for the pair of sites 5 and 6, which spans a slightly shorter

distance. Nevertheless, the amplification and gain between sites 5 and 6 do not reveal the

same pronounced peaks that were seen for the pair of sites 1 and 6, at the periods: 50,

65, and 90 sec. These differences are likely because of the strong positional dependence

of the modes, as will be further explored in more detail in the numerical modeling study

in Chapter 4. The coherence between sites 1 and 5 inside the harbor is seen in Fig. 2.41.

The coherence amplitude is near 1 at periods longer than ∼3 min, with a small dip at a

period slightly shorter than 6 min. At the approximate periods of 5-6 min, 90 sec and 60

sec, we identify sharp drops in coherence phase and corresponding ∼ 180◦ coherence phase

transitions that reflect standing wave mode structure. The results are nearly identical under

weak and strong SS forcing. Since sites 1 and 5 are located at the inner and outer basins of

the harbor, respectively, this result suggests that the mode oscillating around ∼6 min could

potentially be a harbor mode. As was mentioned previously, the modes inside the harbor are

subject to positional dependence, and the numerical modeling results presented in Chapter

4 will reveal the spatial distribution of certain period bands inside the harbor.
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The PSD of ηss,env and η at a given site (for sites 1, 5, and 6), under weak (left column),

and strong (right column) SS forcing, are seen in Fig. 2.42. Offshore of the harbor at site

6 (17m), we note a clear expression of the free IG mode at 23 min under weak SS forcing

(Fig. 2.42a, dark red curve). Even though the spectral levels have increased by about an order

of magnitude under strong SS forcing (Fig. 2.42d), the spectral levels of the 23 min mode

have barely changed, and it is still pronounced. The spectral levels of the SS envelope has

also increased by an order of magnitude between the weak and strong SS cases. Qualitatively,

the results inside the harbor (sites 5 and 1; Figs. 2.42b,c,e,f) are very similar, except that

there are more peaks as we enter the harbor, and the spectra of the SS envelope (black

curves) have significantly lowered to minimal levels at site 1.

The coherence between ηss,env and η, at sites 6, 5, and 1, under weak SS forcing, is

shown in Fig. 2.43. At site 6 (Fig. 2.43a,b), we see significant but low coherence amplitude

levels at periods shorter than ∼15 min, with corresponding coherence phase fluctuating in a

semi-random fashion, but is also near 180◦ when the coherence amplitude levels are higher,

a possible signature of bound waves. At harbor sites 5 and 1, the coherence is mostly

insignificant, suggesting that the IG variability inside the harbor under weak SS forcing is

free and not bound.

The coherence analysis between ηss,env and η at the same sites, under strong SS forcing

levels, is shown in Fig. 2.44. At site 6, Fig. 2.44a,b clearly reveals that at periods shorter

than ∼ 1.5 hr under strong SS forcing, ηss,env and η are coherent and out of phase, except for

particular periods that correspond to modes where we see sharp dips in coherence amplitude

levels (e.g., around 23, 6, and 3 min). At site 5, Fig. 2.44c,d shows that the coherence

amplitude between ηss,env and η is significant under strong SS forcing, but relatively low at

periods shorter than 30 min, with corresponding coherence phase lying between 45◦ − 90◦,

suggesting that the IG variability is no longer bound but mostly free leaky/edge. In the 30-

200 min period band the coherence amplitude is relatively high, with corresponding coherence

phase fluctuating closer to 0◦. Oscillations in the 30-200 min period band are possibly the

result of swell-induced ”setup”, which will be discussed in detail in Section 2.5.3. At site 1,
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Fig. 2.44e,f shows that ηss,env and η here are incoherent at nearly all periods under strong SS

forcing, except several isolated periods in the 30-200 min period band (30, 40, 60, 70, and

100 min) where the coherence amplitude varies between 0.4 to nearly 0.8, and the coherence

phase lies between 0◦ and 45◦. As in the case of site 5, the oscillations at these periods are

possibly the result of swell-induced ”setup”, as will be discussed in detail in subsection 2.5.3.

The variance-preserving sea level and current spectra in Hale’iwa Harbor (Fig. 1.2),

showed that the energetic period band of interest in this harbor (where most of the variance

of these two quantities is contained) appears to be ∼3-8 min. For this period band, the

coherence analysis in this section provided significant evidence for the existence of bound IG

waves at the offshore-most site in the vicinity of Hale’iwa Harbor (site 6), and free IG waves

(leaky/edge) inside the harbor.

The high coherence amplitude and near zero coherence phase between ηss,env and η at

site 5 in the 30-200 min period band, suggests that a swell-induced ”setup” could possibly

be generating these long period oscillations. However, this will be further explored in section

2.5.3. To improve the spatial resolution of the observations in this study, we use a numerical

model in order to help us better understand which generation processes produce the IG

waves that are dominant inside the harbor and at the coast under weak/strong SS forcing

conditions. The numerical model results will be presented in Chapter 4.

2.5.3 SS-Forced ”Setup” Variability (Hypotheses C6 and D1)

In this section we examine the possibility that strong SS forcing induces in Hale’iwa Harbor

”setup” variability at IG periods shorter than 30 min (hypothesis C6), or longer than 30

minutes (hypothesis D1). We first test the possibility of such energy pathway inducing

”setup” variability at the coast, using sea level records from Mokuleia cross-shore array

(sites 8a-8c) during times of strong SS forcing conditions. This is done by looking at the

coherence of η vs. η, and ηss,env vs. η, among the pairs of sites: 8a vs. 8b, 8a vs. 8c, and

8b vs. 8c (Fig. 2.39). Then, we complement results from these Mokuleia datasets with a

coherence analysis between a harbor site (site 5) and the nearest coastal site with available
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sea level observations (site 6), in order to test the possibility that the harbor would respond

to such ”setup” variability at periods longer than 30 min. For a setup/set-down forced by

SS wave groups at the coast, we consider the following scenarios: (i) if the SS breakpoint

region lies between two given sites, we are looking for high coherence between η vs. η

with corresponding 180◦ coherence phase, since the site offshore of the breakpoint region

experiences a set-down, and the site within the surf zone experiences a setup; and, we are

also looking for high coherence between ηss,env at the seaward site vs. η at the shoreward site,

with corresponding coherence phase of 0◦, since the site within the surf zone experiences the

setup that was induced by the SS wave groups. (ii) if the SS breakpoint region lies seaward

of the two sites, we are looking for high coherence of η vs. η with corresponding coherence

phase of 0◦, since the two sites are within the surf zone and experience a setup. Also in this

case, the coherence phase between ηss,env at the seaward site vs. η at the shoreward site is

expected to be 0◦.

A coherence analysis for the pair of sites 8a and 8b, is seen in Fig. 2.39a,b. Here we see

that the coherence amplitudes of η vs. η and ηss,env vs. η are relatively high within much of

the 30∼200 min period band, and they overlap each other across much of this period band

(panel a). In this period band we identify broad peaks in coherence amplitudes that appear

at ∼ 40 min, ∼ 50 min, ∼ 1.25 hrs, and ∼ 2 hrs. The corresponding coherence phase across

this period band is mostly near 180◦ for η vs. η, and near 0◦ for ηss,env vs. η (panel b),

with a few exceptions, for instance, at the periods of ∼55 min, and ∼100 min, where the

coherence amplitude shows a sharp dip and the coherence phase shifts. At periods shorter

than 30 min, the coherence amplitude levels of η vs. η and ηss,env vs. η are relatively high,

except for a significant decrease in the 5-25 min band for η vs. η and in the 5-12 min for

ηss,env vs. η. The corresponding coherence phase of η vs. η lies near 180◦ within most of the

15-30 min period band, and shows propagation towards shore at periods shorter than ∼3

min. At periods longer than ∼15 min, the coherence phase of ηss,env vs. η fluctuates near

0◦, and it shows propagation towards shore at periods shorter than ∼15 min. Qualitatively,

similar results are obtained in the coherence analysis for the pair 8a and 8c (Fig. 2.39c,d),
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except that overall, the coherence amplitude levels of η vs. η and particularly ηss,env vs. η

are slightly higher for this pair of sites, and the corresponding coherence phase values are

much more stable around 180◦ for η vs. η and 0◦ for ηss,env vs. η. The results observed for

the pair of sites 8b vs. 8c (Fig. 2.39e,f) show high coherence amplitude of η vs. η across

most of the spectrum, except for several sharp drops at: ∼5 min, ∼55 min, ∼90 min, and

∼200 min. Overall, the coherence amplitude of ηss,env vs. η is lower, but significant across

most of the spectrum. The corresponding coherence phases of η vs. η and ηss,env vs. η are

consistently close to 0◦ across much of the spectra from periods of ∼200 min down to ∼6

min, consistent with the scenario of a setup/set-down mechanism with the SS breakpoint

lying offshore of sites 8b and 8c. At periods shorter than ∼6 min, we also see a signature of

seaward propagation that could be the result of reflections that occur near the coast.

For Mokuleia sites in the period band starting from several minutes to ∼200 min, these

results qualitatively provide the signature we expect to see for SS-forced setup/set-down

oscillations, if under similar SS forcing conditions the SS breakpoint lies between sites 8a

(12m) and 8b (6m). To support such energy pathway, we determine the SS breakpoint

location under SS forcing conditions similar to the ones observed and used to generate

Fig. 2.39. Using H∞ = 6 m for the deep water significant wave height, and Tp = 20 sec

for the peak period (parameters of the strong SS event during 01/13/08 - 01/15/08), the

wave transformation from offshore through the surf zone was calculated for Mokuleia site

using Eqs. (2.6), (2.7), (2.8), (2.9), and (2.10). The result can be seen in Fig. 2.45, where

the SS breakpoint position appears to be located around 850 m from shore. 21 cross-shore

profiles separated by 11m and spanning 220m in the alongshore (Fig. 2.46a), were chosen to

calculate cross-shore depth profiles (Fig. 2.46b). An average depth profile (see thicker line

in panel b) was calculated by averaging these 21 profiles. Using Fig. 2.46b and the result we

obtained for the SS breakpoint position, we can estimate that the water depth relative to

mean sea level at the breakpoint position is slightly shallower than ∼10 m. For clarity, the

locations of sites 8a-8c, are indicated on Fig. 2.45 as vertical dotted lines, and on Fig. 2.46

as red circles.
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The above results suggest that under strong SS conditions the SS breakpoint lies between

sites 8a and 8b, and, and combined with the coherence analysis results of Fig. 2.39, the

evidence supports the energy pathway of SS-induced setup/set-down at Mokuleia sites, ∼5.5

km west of Hale’iwa Harbor.

In search of evidence for SS-induced setup/set-down that triggers IG variability at periods

shorter than ∼200 min inside Hale’iwa Harbor, we use Fig. 2.47. This figure shows the

coherence analysis of η vs. η and ηss,env vs. η for sites 6 (17m) vs. 5 (2m). In the 30-200 min

period band, η vs. η shows significant, but relatively low coherence amplitude levels, and the

corresponding coherence phase fluctuates between 20◦ and −50◦. The coherence amplitude

levels of ηss,env vs. η in the 30-200 min period band are low and not significant across the

entire period band of interest. At periods shorter than 30 min, η vs. η show significant and

relatively high coherence amplitude levels down to ∼4 min, with the exception of 10 min,

where there is a sharp drop in coherence amplitude levels, likely due to the presence of a node

at site 6 (from high-resolution numerical model results forcing the island of O’ahu with the

2011 Tohoku tsunami, courtesy of Yoshiki Yamazaki; not shown here). The corresponding

coherence phase fluctuates near 0◦ only down to ∼12 min. The coherence amplitude levels of

ηss,env vs. η at periods shorter than 30 min are very low, except near 5 min where it increases

significantly. The low levels of coherence amplitude in the 8-30 min band are accompanied

by coherence phase that fluctuates significantly.

Results from the above analyses at the Mokuleia sites, showed that under strong SS

forcing conditions the SS breakpoint is expected to lie about 850m offshore, between the two

offshore-most sites: 8a and 8b. The relatively high coherence amplitude levels in the period

band ranging from several minutes to 150-200 min, accompanied by coherence phase values

consistently near 180◦ for η vs. η, and 0◦ for ηss,env vs. η, reflects the signature we had

anticipated to see for a SS-induced setup/set-down scenario between the offshore-most site

(8a) and the two offshore sites (8b and 8c). In addition, the coherence analysis between the

two sites shoreward of the SS breakpoint (8b and 8c) revealed that the coherence amplitude

is significant and relatively high in most of this period band and is accompanied by coherence
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phases of 0◦ for both η vs. η, and ηss,env vs. η. These findings support the existence of a

pathway of SS-induced ”setup” at the coast in the period band ranging from several minutes

to 150-200 min. These sites, however, are located ∼5.5 km west of Hale’iwa Harbor and

are not sufficient to prove that this pathway is also responsible for the variability observed

in Hale’iwa Harbor. The coherence results between sites 6 (offshore of harbor, 17m) and 5

(inside harbor, 2m) do not provide the evidence necessary for proving the ”setup” hypotheses

in Hale’iwa Harbor region. This is possibly due to the non-ideal, indirect, pathway formed

by sites 5 and 6, and the large distance between these two sites. This energy pathway will

be re-visited in Chapter 4 using numerical model datasets.

2.5.4 Excitation of Normal Modes of the Main Hawaiian Islands

(Hypothesis D2)

In this section we test our hypothesis of a different energy pathway that could possibly

explain the energetic long period oscillations that we observe in the 30-200 min band (e.g.,

Figs. 2.6, 2.7, 2.13). This hypothesis considers a pathway where large-scale normal modes

that are trapped to the Hawaiian Islands could be excited and resonate under strong SS

forcing conditions. The signatures of such large scale normal modes around, and among, the

Main Hawaiian Islands, were found in the numerical model studies of Munger and Cheung

(2008) and Cheung et al. (2013), under tsunami forcing conditions. Results form these studies

suggest that, around Kaua’i Island and the North Shore of O’ahu, minimal energy levels are

expected at periods longer than∼ 30 min (see Figs. 2.48 and 2.49). They also indicate that on

O’ahu Island, most of the energy at these long periods is expected to be trapped between the

south/southeastern portion of the island (Barbers Point to Kane’ohe Bay) and northwestern

portion of the Big Island (around Kawaihae). We test this hypothesis using datasets from

four Hawaiian harbors: Hale’iwa Harbor (O’ahu Island), Honolulu Harbor (O’ahu Island),

Kahului Harbor (Maui Island), and Kawaihae Harbor (Big Island) sites (see Fig. 2.3 for

exact locations). The PSDs at each of these sites are used to identify any significant peaks,

and coherence analyses between the different pairs of sites are used to determine whether
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some of the identified spectral peaks are potentially modal. We compare our observations

with the numerical model results of Munger and Cheung (2008) and Cheung et al. (2013).

In Fig. 2.50 we have a sea level PSD plot for each of the above harbor sites: (a) site

1, Hale’iwa Hbr.; (b) site 13, Honolulu Hbr.; (c) site 14, Kahului Hbr.; and, (d) site 15,

Kawaihae Hbr. Blue curves were generated using multiple 3-month long datasets during

the North Pacific summertime (Jun, Jul, Aug; 5 seasons for Hale’iwa, and 13 for the other

harbors), and red curves were generated using multiple 3-month long datasets during North

Pacific wintertime (Nov, Dec, Jan; 5 seasons for Hale’iwa, and 11 for the other harbors). All

data containing tsunami events (2 from summertime and 4 from wintertime) were excluded

from this analysis. The large-scale modes from the model results of Munger and Cheung

(2008) and Cheung et al. (2013), are marked with vertical dashed lines (27, 33, 43, 52, and

75 min). Periods shorter than 27 min are not labeled, although we know that modes exist at

these periods. We use these plots to identify any significant peaks that could potentially be

large-scale island or inter-island modes. In addition, from these plots we can learn about the

relative spectral levels of a given mode at a given harbor sites. In Hale’iwa Harbor, except

for a few small peaks, the only peak that stands out is at 22.7 ± 0.3 min (Fig. 2.50a). This

is the gravest mode of oscillation of the North Shore of O’ahu, as was seen in all of our prior

observations (e.g., see Figs. 2.7, 2.10). Munger and Cheung (2008) suggest that this North

Shore mode is actually part of a mode that co-oscillates at many locations within the main

Hawaiian Islands (Fig. 2.48). Whether the locations of the relative maximum amplitudes of

this mode shown in Fig. 2.48 (e.g., North Shore, O’ahu; Penguin Bank, west of Molokai) can

actually oscillate independently of each other, or whether excitation at one location results in

excitation at all other locations, remains to be determined with better datasets than are yet

available. In Honolulu Harbor (Fig. 2.50b), we see a large peak with a period of 21.3 ± 0.2

min. This peak is not one of the model-predicted inter-island modes, and therefore is likely

a local harbor mode. It does not appear at the Kilo Nalu observatory site just outside the

harbor entrance (Munger and Cheung (2008)). The shorter period 17 min mode (Fig. 2.48)

does appear at Kilo Nalu, but not within Honolulu Harbor (Munger and Cheung (2008)).

56



Another significant peak in Honolulu Harbor appears at 46.8 ± 0.8 min, which is not too

far off from the model-predicted 43 min mode. A smaller, but statistically significant peak,

occurs at a period of 27 min, coinciding with the period of another model-predicted mode.

In Kahului Harbor (Fig. 2.50c), the most dominant peak is at 35.0 ± 0.2 min, close to the

model-predicted 33 min mode. There is a broad peak centered at 22.2 ± 1.0 min, which is

in agreement with observations (Munger and Cheung (2008)). A small peak also appears at

50.1 ± 0.4 min, close to the model-predicted 52 min mode. None of these modes overlap with

the gravest harbor mode of ∼ 15 min (Douyere 2003). In Kawaihae Harbor (Fig. 2.50d), we

see the strongest peak at 26.4 ± 0.2 min. Although much weaker, a somewhat broad peak

appears at 54.2 ± 0.9 min.

It is not surprising that the spectral levels of certain modes are very high at one location,

but are weak, or even appear to be absent at another location. This occurs when, for a

given mode, one site is located at/near an antinode, and another site is located at/near a

node. Also, depending on the direction from which the forcing (e.g., SS, tsunami, wind)

arrives, sites that are located on a coast that is directly exposed to the forcing may result

in higher spectral levels than sites located on coasts that are located on the opposite side of

an island. One such example is the significant separation between the summer and winter

spectra at Hale’iwa Harbor, at periods longer than ∼30 min. This harbor is directly exposed

to the strong North Pacific winter swells arriving from northwest, whereas Honolulu Harbor

is mostly shadowed form these swell events (except for a partial exposure to swells having

strong westerly component), but it is exposed to swells arriving from the South Pacific. For

this reason, there is minimal separation between the summer and winter spectra at Honolulu

Harbor.

We contrast the above PSDs with ones during times of tsunami forcing (Fig. 2.51). At

each of the above harbor sites, we average multiple two-day long sea level data segments,

where each includes a tsunami event. 7 events were included in the analysis for Hale’iwa

Harbor (start times: 06/25/01, 09/25/03, 11/17/03, 05/06/06, 11/15/06, 01/13/07, and

09/29/09), and 11 in Honolulu, Kahului, and Kawaihae Harbors (the same tsunami events
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that were used for Hale’iwa Harbor, including events having start times: 12/05/97, 08/15/07,

02/27/10, and 03/11/11). For each of the harbor sites, Fig. 2.51 shows that the spectral

response under tsunami forcing still excites the dominant peaks that were identified in

Fig. 2.50, except that the response to tsunami forcing results in spectral levels that are

∼1-2 orders of magnitude higher (note the different scales in the ordinates of Figs. 2.50

and 2.51). In addition, there are several spectral peaks that were hard to identify in the

PSDs of Fig. 2.50, and become more pronounced under tsunami forcing (i.e., in Fig. 2.51).

One such example is the peak near 27 min in Honolulu Harbor (Fig. 2.51b), near 52 min

in Kahului Harbor (Fig. 2.51c), and the broad peak around 38 min in Kawaihae Harbor

(Fig. 2.51d). We also note that the periods of those peaks line up quite nicely with the

model-predicted ones of Munger and Cheung (2008) and Cheung et al. (2013) (see vertical

dotted lines in Fig. 2.51).

To determine whether oscillations at a site on one island are connected to oscillations at

a site on another island, we look at the coherence between the different pairs of sites. We

calculate the coherence amplitude and coherence phase using six 3-month long 2 min sea

level datasets from Hale’iwa Harbor (O’ahu Island, site 1; Fig. 2.1), and fifteen 3-month long

6 min sea level datasets from Honolulu Harbor (O’ahu Island, site 13; Fig. 2.3), Kahului

Harbor (Maui Island, site 14; Fig. 2.3), and Kawaihae Harbor (Hawai’i Island, site 15;

Fig. 2.3), during times of minimal North Pacific SS forcing levels (months of June, July,

and August), and strong SS forcing levels (months of November, December, and January).

Fig. 2.52 shows one such example for the Honolulu-Kawaihae pair during (a) summertime,

and (b) wintertime. The dashed red line in each of the coherence amplitude plots indicates

the 95% level of no significance, and for comparison purpose, the vertical dashed lines mark

the periods of the inter-island normal modes that were found from the numerical model

results of Munger and Cheung (2008) and Cheung et al. (2013). During summertime and

wintertime, we see peaks in coherence amplitude near the model-predicted periods of 43 min

and 52 min. These peaks are clearly statistically significant at the 95% level. There are,

however, other peaks that do not line up with the periods of the predicted modes (e.g., at
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∼ 38 min). At 75 min, we see a broad-band bulge that is more likely the result of some

other process. This broad band bulge drops to zero coherence amplitude around ∼ 68 min.

Around the 68 min period we see a sharp 180◦ transition in coherence phase. We also note

little difference in the coherence amplitude levels and corresponding coherence phase values

between summertime and wintertime. This latter result is possibly because these two sites

are relatively protected from the direct impact of winter swells which typically force a broad

band of IG oscillations (e.g., recall the impact of strong SS forcing on alongshore coherence

on the North Shore of O’ahu described in Section 2.5.1 and shown in Fig. 2.32). Similar

results (not shown here) are obtained for the other pairs of sites used in this study.

We believe that Fig. 2.52 is exhibiting the result of a mixture of two coherent processes

that are independent of each other. One process is the system of inter-island modes, the

other process involves open ocean IG oscillations that are possibly generated from nonlinear

tide interactions at continental coasts (Luther et al. 2014). When we have two competing

processes - one is narrow banded (the inter-island modes), the other is broad banded (open

ocean process) - that are coherent between two sites, the two may destructively interfere

near the peaks of the narrow banded process. Fig. 2.53 is taken from a study by Luther

et al. (2014), using deep-ocean bottom pressure datasets from the Hawai’i Ocean Mixing

Experiment (HOME). Here, they plotted the coherence amplitude and phase between two

HOME sites. The coherence amplitude is statistically significant across most of the spectrum,

but we can see the pattern where it periodically goes to zero at certain frequencies, with

corresponding coherence phase jumps of 180◦.

As an attempt to isolate the inter-island modal phenomenon, we select the largest spectral

peaks from Honolulu and Kahului, and apply the complex demodulation method to generate

time series of potential energy for a given frequency of oscillation. Fig. 2.54a shows the energy

time series of the 44.8 min period of oscillation in Honolulu Harbor. Fig. 2.54b shows the

energy time series of the 35.3 min period of oscillation in Kahului Harbor. We clearly identify

certain time periods where the energy is particularly high, but these correspond to very short

lived events. After a careful check, we find that all of the large energy peaks in Honolulu and
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Kahului Harbors, correspond to tsunami events. We therefore took these short time periods

and used them to generate coherence amplitude and phase plots. The results (not shown

here) did not reveal anything new, as they turned out to be very similar to the ones using

the full time series lengths.

Since the energy levels in Fig. 2.54a,b are so high under tsunami forcing compared to

SS forcing, we generate a modified version of that figure where we limit the y-axis to a

smaller range. This clearly ignores the high energy levels due to tsunamis, but highlights the

variability due to all non-tsunami forcing mechanism/s. The result, seen in Fig 2.55, reveals

what appears to be a semi-annual signature in Honolulu Harbor (panel a) and Kahului

Harbor (panel b), with peaks around mid-summer and mid-winter, but that signal appears

to be more pronounced in Kahului Harbor. Since Honolulu Harbor is exposed to SS forcing

from the southern hemisphere, it is expected to have elevated levels of SS energy during

the summertime months. During wintertime, this site is occasionally exposed to northern

hemisphere SS forcing when the SS has a strong west component. Kahului Harbor, on the

other hand, is exposed to SS energy arriving from the northern hemisphere (i.e., wintertime),

but not to SS energy from the southern hemisphere (i.e., summertime). In addition, this site

is exposed to the trade winds which are prevalent year-round, but strongest during wintertime

months (Wyrtki and Meyers 1976). These sources of energy, however, do not explain the

relatively high energy levels at this site during summertime months. It is possible that the

apparent semi-annual signature is due to open ocean processes, since these are forced by

nonlinear interactions among the tides. This possibility will not be further explored here.

The auto- and cross-spectral analyses of Hale’iwa, Honolulu, Kahului, and Kawaihae

Harbors, provides good evidence of several long-period spectral peaks that could be large-

scale modes around, or among, the islands. However, the envelope of the coherence amplitude

and the corresponding coherence phase show patterns that resemble the ones of long-period

open ocean IG waves, as was shown in other studies (e.g., Luther et al. (2014)). Compared

to the periods of the observed spectral peaks, we find that the periods of the model-predicted

modes (of Munger and Cheung (2008) and Cheung et al. (2013)), are slightly off. For certain
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peaks, we also find a mismatch between the observed and model-predicted periods of several

peaks. Isolating the energy time series for the main modes of a given harbor shows that the

energy levels of these long period oscillations are much higher under tsunami forcing than

under SS forcing. Compared to the PSDs of the remaining three harbors, the summertime

PSD in Hale’iwa Harbor reveals minimal spectral levels and no apparent peaks of what could

potentially be island or inter-island modes in the 30-200 min period band. Therefore, it is

highly likely that the high spectral levels seen in Hale’iwa Harbor during wintertime (i.e.,

strong SS forcing levels on the North Shore of O’ahu; for example, see red curve in Fig. 2.7)

are not the result of any large-scale modes.

2.5.5 Free IG Energy From Remote Sources (Hypotheses A0a,

A0b)

In the previous sections we focused on free IG energy that was generated locally at the

coast, either by nonlinear interactions, or bound waves released from the SS wave groups. In

this section, we search for evidence of free IG energy that arrives from remote sources (not

generated locally) and excites modal oscillations of Hale’iwa Harbor. The main North Pacific

source of this free IG wave field was found to be the Northwest U.S. coast, and is strongest

during the North Pacific winter season (Webb et al. 1991; Aucan and Ardhuin 2013). In the

present analysis we use datasets from two pressure sensors at deep water sites around O’ahu

Island (pressure data was converted to sea level using linear wave theory). One site (site 12,

see Fig. 2.3) is located ∼20 km ENE offshore of O’ahu island at a depth of 1940m, and the

other site (site 11, see Fig. 2.3) is located ∼26 km NNW of Hale’iwa Harbor at a depth of

2016m. Both instruments collected data for nearly three months. To look at the response

inside Hale’iwa Harbor we use sea level datasets from the 2013/2014 deployment.

In this analysis we focus on IG periods in the 1-20 min band, as was done by Aucan

and Ardhuin (2013) who observed this band to be energetic at various spectra from 3-4 km

ocean depths. The deep-water sea level datasets (from sites 11 & 12) were used to look at

the significant wave height in the 1-20 min IG period band at the northeastern site (site 12),
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Hsig,IG;NE, and northwestern site (site 11), Hsig,IG;NW . At the great depths of sites 11 &

12 (∼2000m), the IG wave energy is most likely dominated by free, rather than bound, IG

waves, since the bound waves decay quickly in the vertical like the SS waves in the groups

to which the IG waves are bound. A situation where Hsig,IG;NE > Hsig,IG;NW under minimal

SS forcing levels during the North Pacific winter season, could potentially suggest that the

locally-generated free IG wave field is dominated by waves arriving from remote sources

(nonlocally-generated). If the remote source of this free IG wave field is the Northwest U.S.

West Coast, then a coherence analysis between sites 11 & 12 should show that site 12 is

leading site 11 at certain periods or period bands.

A challenging task here is to identify time periods of minimal SS forcing levels, since we are

dealing with datasets that were recorded during the peak North Pacific SS season. We do that

using Fig. 2.56a,b by qualitatively identifying several times where Hsig,IG;NW < Hsig,IG;NE

(marked as vertical dotted lines). In Fig. 2.56c,d, we use the corresponding SS peak direction

(Dp) and significant wave height (Hsig,SS) datasets at Waimea Buoy (site 10, 200m water

depth, ∼8.5 km north of Hale’iwa Harbor), to identify times of minimal SS forcing conditions

that do not arrive from the northwest. Fig. 2.56e,f, shows the corresponding response at

Waimea Bay (17m water depth), and at several locations inside the harbor, respectively.

From Fig. 2.56a-d we choose 01/13/2014-01/15/2014 as the best candidate for a time period

where Hsig,IG;NW < Hsig,IG;NE and SS forcing conditions are minimal.

In Fig. 2.57a we overlap Hsig,IG at site 11 on Hsig,IG at site 12 to make it easier to see

the occasions where Hsig,IG;NW < Hsig,IG;NE. The corresponding significant wave height

(Hsig,IG) levels inside the harbor are seen in Fig. 2.57b. As expected, we note that during

the times where Hsig,IG;NW < Hsig,IG;NE, Hsig,IG levels are indeed minimal inside Hale’iwa

Harbor, assuring us that the offshore SS conditions are minimal.

Fig. 2.58a shows that the PSD levels at sites 11 and 12 are nearly identical across

the spectrum range, except at particular periods that could be attributed to positional

differences. In particular, around 23 min we see a small bump in PSD levels at site 11,

whereas the spectral levels are smaller and nearly flat at site 12. This difference could be

62



due to the fact that site 11 is located near the edge of the 23 min coastal mode of the North

Shore, whereas the 23 min oscillation is at a minimum at site 12 (see Figs. 2.3 and 2.48).

The coherence amplitude between sites 11 and 12 is seen in Fig. 2.58b. Although it shows

significant coherence amplitude at periods longer than ∼20 min, here we focus on periods

shorter than 20 min. We identify relatively small but significant broad peaks centered around

10 min and 4 min, where the corresponding coherence phase (Fig. 2.58c) suggests a westward

component of propagation, i.e., from site 12 to 11. Using Eqs. (2.11) and (2.12) we calculate

the phase lag, Φ, between sites 11 and 12. The two curves of Φ that bracket the observed

coherence phase (φη,η) are overlayed on Fig. 2.58c (see magenta curves). The corresponding

range of θ values is 60◦ < θ < 80◦. Using this range of values of θ, we then estimate that

the region from which the waves arrived is the stretch of coast from Oregon to the middle

of British Columbia on the north (approximate latitudes: 44◦N − 53◦N).

By assuming conservation of energy flux, Eqs.(2.15)-(2.16) are used to project the ob-

served spectra from 17m water depth to the corresponding spectra that would be expected

at site 11 (2016m water depth). We use this approximation to determine the spectral levels

that need to be available at site 11 in order to generate the spectral levels that are observed

at site 9 (17m depth). We do that for the cases of weak and strong SS forcing conditions.

The result under weak SS forcing conditions (2 day time period: 01/14/2014 - 01/15/2014)

is seen in Fig. 2.59. The black curve is the observed spectra at the shallow-water site (site

9, 17m depth). Projecting this spectra to the same depth at the location of the offshore

deep-water site (site 11, 17m depth) results in the magenta curve. By correcting the latter

for depth attenuation, we obtain the red curve, which is the projected spectra at the bottom

of the ocean at site 11 (2016m depth). Finally, the blue curve shows us the observed PSD at

the bottom of the ocean at site 11 (2016m depth). By comparing the observed (blue curve),

and projected (red curve) spectra at the bottom of the ocean at site 11 (2016m), we see that

in the period band of interest (1-20 min) the observed spectral levels are slightly lower than

the projected ones, but are also roughly the same order of magnitude, or even slightly higher,

near certain periods or period bands (e.g., around 3-5 min, 8 min). The distinct peaks and
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valleys seen in the red curve (e.g., peak centered around 7 min and valley around 3.5 min) are

the result of the local bathymetry amplifying the IG energy at particular periods or period

bands, and are typically absent at deep-water spectra, as can bee seen in the blue curve

(also see Filloux et al. (1991) and Aucan and Ardhuin (2013)). Overall, this result suggests

that under minimal SS levels, the IG energy that is available offshore may not be sufficient

to trigger the spectral levels that we observe in shallow-water in the 1-20 min IG band.

However, this offshore energy could possibly trigger oscillations in the 3-5 min period band.

On the other hand, the same analysis during a time period of strong SS levels (Fig. 2.60;

5 day time period: 12/14/2013 - 12/18/2013), reveals that the projected spectral levels in

the 1-20 min period band at site 11 (red curve), are about 1-2 orders of magnitude higher

than the observed spectral levels at this site (blue curve). This clearly suggests that under

such SS conditions, the IG energy available offshore at the location of site 11 is insufficient

to produce the IG spectral levels that are observed at the 17m shallow-water site (site 9).

In Figs. 2.59 and 2.60 we also note a clear spectral peak around a periods of 5 sec. We

believe that it is the signature of microseisms, a seismic noise signal on the seafloor that is

believed to be primarily generated by non-linear interactions among surface gravity waves

of similar frequencies. When the wavelengths of these resulting waves are long enough, their

pressure fluctuation signals can penetrate all the way to the ocean bottom (Webb and Cox

1986). In our spectra, however, the spectral gap between 10 ∼ 60 sec is not as deep as

the spectral gaps seen in other seafloor observations such as in Webb and Cox (1986). The

reason for this could potentially be high noise level of our instrument. If that is the case,

that noise level appears to lie around 2× 10−4 cm2/cph.

During a time period when Hsig,IG;NW < Hsig,IG;NE, the coherence analysis between

deep-water sites 11 & 12 provided evidence of free IG waves that potentially originated from

the West Coast of North America, the region extending from Oregon to British Columbia

(approximate latitudes: 44◦N − 53◦N). This result agrees with other studies (Aucan and

Ardhuin 2013) who found that the main offshore IG wave field could originate from remote

sources of free IG waves in this period band is the northwestern U.S.
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Under the assumption of conservation of energy flux, the observed shallow-water spectra

(site 9, at 17m) was used to yield the projected spectra at the deep water site (site 11,

2016m). A comparison of the projected and observed spectra at site 11 (2016m) under weak

SS forcing levels, suggested that the observed spectral levels at this offshore site might be

too weak to generate the spectral levels observed at the shallow-water site in most of the the

1-20 min period band. One exception that we find is in the 3-5 min period band, where the

observed and projected spectral levels are of the same order of magnitude, meaning that at

least in this period band, the energy levels available offshore could be sufficient to force the

harbor when SS levels are minimal.

2.6 Discussion

Preliminary analysis of the various observational datasets that were collected prior to the

beginning of this study, yielded some very interesting results that seem to be unique to the

particular stretch of coast of the North Shore of O’ahu Island, Hawai’i. Following these

results, several fundamental questions arose regarding the possible generation mechanisms

of IG waves and energy flow at this stretch of coast. We formulated these questions as

hypotheses and tried to address them using the historical datasets and datasets that we

collected during two deployments that we planned and executed. Below is a summary of

what we have learned about these hypotheses from the different observational results.

1. Excitation of linear coastal or harbor modes: The observational evidence pre-

sented in this chapter, in conjunction with published model-data comparisons during

the occurrences of tsunamis at Hawai’i, supports the conclusion that a spectrum of

discrete natural frequencies, of coastal and perhaps harbor modes, does exist for periods

from the ”gravest” normal mode of the North Shore of O’ahu at a period of 23 min

(Munger and Cheung 2008) down to periods as short as perhaps 50 sec. The analyses

of spectra within the harbor and coherence between the harbor and the coast, strongly

suggest that the harbor has its own natural modes at several periods ≤ 3 min, with the
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best example at 90 sec period. The results suggest that the most dominant spectral

peaks appearing at: 23, 12, 8, and 6 min, and the secondary peaks appearing at: 18

and 15, are likely coastal modes. The spectral peaks that appear at: 3 min, and 91,

66, and 55 sec, are likely harbor modes. However, it is still not clear whether the coast

has modes at periods shorter than 3 min, or maybe that period is a cutoff between

the harbor and coastal modes. In addition, a coherence analysis inside the harbor

also suggests the potential existence of a long period harbor mode near ∼6 min. Most

importantly, the spectra and coherences clearly indicate that whatever modes might be

excited by weak SS forcing, in the harbor or at the coast, these modes become nearly

irrelevant for explaining the broad-banded suite of IG oscillations that tend to smooth

out the auto-spectra and greatly reduce horizontal coherence under strong SS forcing.

2. Bound wave impacts; generation of leaky and edge waves: The coherence anal-

ysis results at Mokuleia provided clear evidence of bound IG waves at the offshore-most

site (12m depth), a mix of free and bound IG waves shoreward of that site in the surf

zone, and mostly free IG waves further closer to shore. The free IG wave field could

be generated by the time-varying breakpoint mechanism or by some other mechanism

that is tied to the SS wave groupiness at the offshore site, released-bound free IG,

or some combination of these. In the ∼3-8 min period band, where the sea level and

current variability were found to be greatest inside Hale’iwa Harbor, we find significant

evidence for the existence of bound IG waves at the offshore-most site in the vicinity of

Hale’iwa Harbor (17m depth), and free IG waves (free leaky/edge) inside the harbor.

3. The role of time-varying, SS-driven ”setup”: At Mokuleia site (located∼5.5 km

west of Hale’iwa Harbor), the coherence analysis findings and the calculated location

of the SS breakpoint under strong SS forcing conditions, support the existence of a

pathway of SS-induced ”setup” at the coast in the period band ranging from several

minutes to 150-200 min. In the vicinity of Hale’iwa Harbor, however, the results do

not provide the evidence necessary for proving that SS-induced ”setup” is responsible

for the IG variability observed in Hale’iwa Harbor. This lack of conclusive evidence is
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possibly due to the non-ideal, indirect, pathway formed by the available sites in the

vicinity of the harbor, and the large distance they are located relative to the harbor.

4. Excitation of normal modes of the Main Hawaiian Islands: Good evidence was

collected regarding several long-period spectral peaks that could be large-scale modes

around, or among, the Hawaiian Islands. However, the patterns of the coherence

amplitude envelope and the corresponding coherence phase, resemble the ones of long-

period open ocean IG waves, as was shown in other studies (Luther et al. 2014). There

is agreement between some of our observed spectral peaks and the model-predicted

peaks of Munger and Cheung (2008) and Cheung et al. (2013); for instance, 44.8 min

observed vs. 43 min modeled in Honolulu Harbor, and 35.3 min observed vs. 33 min

modeled in Kahului Harbor. Overall, our observed spectral peaks occur at periods that

are slightly off from the model-predicted periods of Munger and Cheung (2008) and

Cheung et al. (2013). Isolating the energy time series for the main modes of Honolulu

and Kahului Harbors shows that the energy levels are much larger under tsunami

forcing than under SS forcing. During summertime, when SS levels are minimal on

the North Shore of O’ahu, the spectral levels in the 30-200 min period band are very

weak in Hale’iwa Harbor as compared to the ones observed in Honolulu, Kahului, and

Kawaihae Harbors. The spectra in Hale’iwa Harbor also lacks any structure that could

potentially be identified as spectral peaks of island or inter-island modes. Therefore, it

is highly likely that the high spectral levels seen in Hale’iwa Harbor during wintertime

(i.e., strong SS forcing levels on the North Shore of O’ahu) are not forced by any

large-scale island/inter-island modes.

5. Free IG energy from remote sources: The coherence analysis between deep-water

sites 11 & 12 provided evidence of free IG waves that potentially originated from the

region extending from Oregon to British Columbia (approximate latitudes: 44◦N −

53◦N), a result that is in good agreement with the findings of Aucan and Ardhuin

(2013). Under the assumption of conservation of energy flux, we were able to calculate

the projected spectra at a deep water site offshore of O’ahu’s North Shore (2016m
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depth), given the observed spectra at a shallow water site (17m depth). Comparing

this projected spectra with observations at the deep water site under weak SS forcing

conditions, suggested that the observed spectral levels at this offshore site might be

too weak to generate the spectral levels observed at the shallow-water site in most

of the 1-20 min period band, except in the 3-5 min period band, where the observed

and projected spectral levels are of the same order of magnitude, suggesting that the

energy of free IG waves that arrive from remote sources could potentially force the

harbor when SS levels are minimal.

In the numerical modeling study of Chapter 4 we revisit all of the above hypotheses. We

force the numerical model with various levels of SS forcing conditions over a domain that

contains a large portion of the North Shore with Hale’iwa Harbor located near the middle of

the domain. The high spatial and temporal resolution of the model are used to answer the

questions that were not fully addressed in Chapter 2 due the spatial and temporal limitations

that are inherent in observations.
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Table 2.1: Latitude/Longitude coordinates, and site description of historical, 2011/2012,

2013/2014, and additional deployment sites.

Site Lon (deg) Lat (deg) Site Description

1 -158.105571 21.593051 Hale’iwa inner hbr.

2 -158.106406 21.593392 Hale’iwa inner hbr.

3 -158.105701 21.594202 Hale’iwa middle hbr.

4 -158.105857 21.594902 Hale’iwa middle hbr.

5 -158.105606 21.595063 Hale’iwa outer hbr.

6 -158.115000 21.603000 outside and ∼2 km west of Hale’iwa Hbr.

7 -158.133850 21.594990 outside and ∼3 km west of Hale’iwa hbr.

8a -158.157230 21.588180 ∼5.5 km west of Hale’iwa hbr.

8b -158.157250 21.583980 ∼5.5 km west of Hale’iwa hbr.

8c -158.157270 21.581880 ∼5.5 km west of Hale’iwa hbr.

9 -158.069400 21.642600 Waimea Bay

10 -158.117111 21.670549 Waimea Buoy - ∼6.5 km WNW of Waimea Bay

11 -158.205000 21.800000 bottom pressure gauge site - ∼22 km NW of O’ahu

12 -157.760000 21.710000 bottom pressure gauge site - ∼20 km NE of O’ahu

13 -157.866700 21.306700 Honolulu Hbr.

14 -156.476700 20.895000 Kahului Hbr.

15 -155.830000 20.036700 Kawaihae Hbr.
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Table 2.2: Data specifications. Rows: historical, 2011/2012, 2013/2014, and additional

deployments. Columns: site, instrument (Tide Gauge; AQuadopp; BUoy; SeaBird),

measurement (η = sea level; p = pressure; u, v = currents), date range/s of data

(mm/dd/yy), depth, sampling period, and averaging interval.

Deployment Site Inst Meas Dates h (m) Samp (s) Avg (s)

1 TG η 01/01/97-10/19/10 0 120 1

8a AQ p 12/14/07-01/17/08 12 1 1

8b AQ p 12/14/07-02/24/08 6 1 1

Historical 8c AQ p 12/14/07-02/25/08 2 1 1

10 BU p 12/16/01-to date 200 1 26 min

13 TG η 11/01/94-to date 0 360 181

14 TG η 01/01/96-to date 0 360 181

15 TG η 01/01/96-to date 0 360 181

11/03/11-01/17/12
1 AQ p, u, v

01/18/12-03/14/12

1 10 5

2011/2012 10/28/11-01/13/12

5 SB p, u, v

01/18/12-03/24/12

2 1 1

6 SB p 10/28/11-04/12/12 17 1 1

9 SB p 10/28/11-02/03/12 17 1 1

11/28/13-01/20/14 8 3
1 AQ p, u, v

01/21/14-05/05/14
0.75

14 14

11/28/13-01/27/14 1.5 8 3

2013/2014

2 AQ p, u, v

02/20/14-05/06/14 1.7 10 10

11/28/13-02/15/14 1.8 3
3 AQ p, u, v

03/25/14-04/27/14 2 1
1

11/28/13-02/10/14 4 3
4 AQ p, u, v

02/20/14-05/22/14 4 2
1

7 AQ p, u, v 12/04/13-05/14/14 25 3 1

9 SB p 12/06/13-03/05/14 17 1 1

Additional 11 SB p 11/12/13-02/07/14 2016 1 1

12 SB p 11/12/13-02/07/14 1940 1 1
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Table 2.3: Average and standard deviation of the period, T , Quality-factor, Q, and e-folding

decay time, τ , for spectral peaks observed inside Hale’iwa Harbor during times of no/weak-SS

forcing conditions in the years 1997-2010, and 2014.

T ∆T Q ∆Q τ (min) ∆τ (min)

55.3 sec 0.4 sec 10.18 0.85 2.30 0.27

65.7 sec 0.5 sec 13.61 1.55 5.64 2.76

91.5 sec 0.7 sec 13.11 4.87 6.32 2.33

3 min 0.1 min 8.53 2.00 8.18 1.88

6.0 min 0.1 min 8.82 2.54 16.99 4.90

8.1 min 0.1 min 8.62 2.69 22.27 6.76

12.4 min 0.2 min 9.05 2.29 35.75 9.24

14.5 min 0.3 min 7.76 0.99 35.31 4.05

18.0 min 0.2 min 8.15 2.48 46.96 14.62

22.7 min 0.3 min 7.85 1.96 57.00 13.95
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Table 2.4: Summary of multiple datasets averaged to generate various figures. Columns are:

forcing levels and type, site number, data time periods, total number of days, and figures.

Forcing
levels and
type

Site/s
Data time
periods

Days
total

Figure/s

no SS 1
Jul-Aug, years: 1997, 1999-2003, 2005-2006,
2008, and 2010

3650 2.10

no SS 1

05/21/02-05/24/02; 06/07/02-06/10/02;
06/23/02-06/26/02; 06/27/02-06/30/02;
07/27/02-07/30/02

20 2.6

weak SS 1

04/23/02-04/26/02; 01/31/02-02/03/02;
01/15/02-01/18/02; 03/18/02-03/21/02;
09/20/02-09/23/02

20 2.6

moderate SS 1

03/02/02-03/05/02; 03/15/02-03/18/02;
02/04/02-02/07/02; 12/19/02-12/22/02;
10/14/02-10/17/02

20 2.6

strong SS 1

01/03/03-01/06/03; 01/07/03-01/10/03;
01/14/03-01/17/03; 01/05/02-01/08/02;
01/18/03-01/21/03

20 2.6

no SS 2

03/24/14-03/27/14; 04/14/14-04/17/14;
04/18/14-04/21/14; 04/26/14-04/29/14;
03/30/14-04/03/14

20 2.7, 2.8

weak SS 2

02/21/14-02/24/14; 04/12/14-04/15/14;
04/23/14-04/26/14; 03/20/14-03/23/14;
04/02/14-04/05/14

20
2.7, 2.8, 2.27-
2.31

moderate SS 2

12/04/13-12/07/13; 12/18/13-12/21/13;
12/22/13-12/25/13; 01/01/13-01/04/13;
01/08/13-01/11/13

20 2.7, 2.8

strong SS 1, 2, 4, 7

12/11/13-12/14/13; 12/26/13-12/29/13;
01/02/14-01/05/14 (11/28/13-12/02/13
for site 2); 01/15/14-01/18/14; 01/20/14-
01/23/14 (not for site 2)

20
2.7, 2.8, 2.27-
2.31

weak SS 8a-8c 12/14/07-12/17/07; 12/17/07-12/20/07 6
2.12, 2.13, 2.14,
2.33, 2.35, 2.36,
2.38

moderate SS 8a-8c 12/25/07-12/28/07; 01/06/08-01/08/08 6
2.12, 2.13, 2.14,
2.33

strong SS 8a-8c 01/10/08-01/13/08; 01/13/08-01/16/08 6
2.12, 2.13, 2.14,
2.33, 2.35, 2.37,
2.39

weak SS 1, 5, 6

11/04/11-11/07/11; 11/07/11-11/10/11;
11/15/11-11/18/11; 12/13/11-12/16/11;
01/22/12-01/25/12

15
2.23, 2.24, 2.25,
2.26, 2.32, 2.40-
2.44

strong SS 1, 5, 6

11/27/11-11/30/11; 12/01/11-12/04/11;
12/06/11-12/09/11; 12/16/11-12/19/11;
01/28/12-01/31/12

15
2.23, 2.24, 2.25,
2.26, 2.32, 2.40-
2.44, 2.47

summer SS 1, 2, 4, 7 06/01-08/31, 1997 and 1999-2012 1380 2.50, 2.52a

winter SS 1, 2, 4, 7 11/01-01/31, 1997 and 1999-2012 1380 2.50, 2.52b
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Figure 2.1: Sites of tide gauge, pressure sensors, and current meters in Hale’iwa Harbor.

Units of contour lines are meters, and an identification number was assigned to each site.
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Figure 2.2: Sites of pressure sensors, currents meters, and wave buoy along the North

Shore coast in the vicinity of Hale’iwa Harbor. Units of contour lines are meters, and

an identification number was assigned to each site.
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and an identification number was assigned to each site.
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Figure 2.4: Energy vs. time at Waimea Buoy site during 07/2011-07/2014 for SS arriving

(a) 360◦, and (b) 315◦ from geographical north. From bottom to top, the horizontal dashed

red lines represent the cutoffs between no-SS, weak, moderate, and strong SS forcing levels,

as determined using the following figure.
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Figure 2.5: Distribution of energy in the SS band flowing towards shore from 315◦, at site

10 between 07/2011 - 07/2014. From left to right, the ∼ 67%, next ∼ 20%, next ∼ 10%,

and last ∼ 3% of the distribution represent the range of energy levels for the cases of: (i)

no/minimal SS (magenta bars); (ii) weak SS (blue bars); (iii) moderate SS (green bars); and,

(iv) strong SS (red bars), respectively.
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Figure 2.6: Power spectral density using historical datasets at site 1 sampled at 2 min

intervals in Hale’iwa Harbor during times of no SS (magenta curve), weak (blue curve),

moderate (green curve), and strong (red curve) SS forcing events. Each curve was generated

using five 4-day long sea level data segments (see Table 2.4 for exact time periods). The

95% confidence interval for each independent spectrum estimate is shown at the bottom.

The approximate periods of statistically significant spectral peaks found in at least one of the

spectra (6, 8, 12.5, and 23 min) are labeled and indicated by the vertical black dotted lines.
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Figure 2.7: Power spectral density using datasets from site 2 of the 11/2013 - 05/2014

deployment in Hale’iwa Harbor during times of no SS (magenta curve), weak (blue curve),

moderate (green curve), and strong (red curve) SS forcing events. Each curve was generated

using five 4-day long sea level data segments (see Table 2.4 for exact time periods). The 95%

confidence interval for each independent spectrum estimate is shown at the bottom. The

approximate periods of statistically significant spectral peaks (60 sec, 90 sec, 3, 6, 8, 12.5,

and 23 min) are labeled and indicated by the vertical black dotted lines.
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Figure 2.8: Variance preserving spectra using datasets from site 2 of the 11/2013 - 05/2014

deployment in Hale’iwa Harbor during times of no SS (magenta curve), weak (blue curve),

moderate (green curve), and strong (red curve) SS forcing events. Each curve was generated

using five 4-day long sea level data segments (see Table 2.4 for exact time periods). The 95%

confidence interval for each independent spectrum estimate is shown at the bottom. The

approximate periods of statistically significant spectral peaks (60 sec, 90 sec, 3, 6, 8, 12.5,

and 23 min) are labeled and indicated by the vertical black dotted lines.
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Figure 2.9: Power spectral density of observed sea level at the locations of the four sensors

inside Hale’iwa Harbor during 11/28/13 - 01/20/14. The 95% confidence interval for each

independent spectrum estimate is shown at the bottom.
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Figure 2.10: Upper panel: spectrogram of observed IG-PSD during July-Aug summertime

months, generated by averaging two-month long data segments from 10 years. Lower panel:

PSD, generated by applying a time average to the above spectrogram. The 95% confidence

interval for each independent spectrum estimate in the PSD plot is shown at the bottom.
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Figure 2.11: Power spectral density curves of observed sea level at site 1 inside Hale’iwa

Harbor. The 2-day long dataset used to generate the black curve includes a tsunami event

on 06/25/01. The 2-day long dataset used to generate the red curve includes a large SS

event from 01/04/03. The 95% confidence interval for each independent spectrum estimate

is shown at the bottom. The approximate periods of statistically significant spectral peaks

identified in other spectra (6, 8, 12.5, and 23 min) are labeled and indicated by the vertical

black dashed-dotted lines.

83



Frequency [cph]
10-2 10-1 100 101 102 103

S
2
,2

 [
cm

2 /c
ph

]

10-4

10-3

10-2

10-1

100

101

102

103

104

105

95% CI

Period
[seconds][minutes][hours][days]

weak SS
moderate SS
strong SS

4 3 2 1 15 10 8 6 4 3 2 1 40 30 20 15 10 8 6 4 3 2 90 60 40 30 20 15 10 5

23 12.5 8 6 3 90 60

Figure 2.12: Power spectral density using historical datasets at Mokuleia site 8c sampled

at 1 sec intervals during times of weak (blue curve), moderate (green curve), and strong

(red curve), SS forcing events. Each curve was generated using two three-day long sea

level data segments (see Table 2.4 for exact time periods). The 95% confidence interval for

each independent spectrum estimate is shown at the bottom. The approximate periods of

statistically significant spectral peaks identified in other spectra (60 sec, 90 sec, 3, 6, 8, 12.5,

and 23 min) are labeled and indicated by the vertical black dashed-dotted lines.
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Figure 2.13: Power spectral density plots using historical datasets at Mokuleia site 8b

sampled at 1 sec intervals during times of weak (blue curve), moderate (green curve, and

strong (red curve), SS forcing events. Each curve was generated using two three-day long

sea level data segments (see Table 2.4 for exact time periods). The 95% confidence interval

for each independent spectrum estimate is shown at the bottom. The approximate periods

of statistically significant spectral peaks identified in other spectra (60 sec, 90 sec, 3, 6, 8,

12.5, and 23 min) are labeled and indicated by the vertical black dashed-dotted lines.
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Figure 2.14: Power spectral density plots using historical datasets at Mokuleia site 8a

sampled at 1 sec intervals during times of weak (blue curve), moderate (green curve), and

strong (red curve), SS forcing events. Each curve was generated using two three-day long

sea level data segments (see Table 2.4 for exact time periods). The 95% confidence interval

for each independent spectrum estimate is shown at the bottom. The approximate periods

of statistically significant spectral peaks identified in other spectra (60 sec, 90 sec, 3, 6, 8,

12.5, and 23 min) are labeled and indicated by the vertical black dashed-dotted lines.
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Figure 2.15: Hypotheses of possible energy pathways of IG waves into Hale’iwa Harbor.

The top row contains the forcing sources, second and third rows contain the intermediary

coastal and harbor processes, respectively, and the bottom row contains the observed harbor

response.
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Figure 2.16: Amplitudes of oscillations for several coastal modes around O’ahu Island, as

a result of the Kuril Island tsunami forcing that hit Hawai’i on 11/15/2006. Figure taken

from Munger and Cheung (2008), and modified by Assaf Azouri.
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Figure 2.17: Spectrogram of offshore SS PSD during the month of 01/2002 as observed at

site 10 (Waimea Buoy).

Figure 2.18: Spectrogram of observed IG-PSD during the month of 01/2002 at site 1 in

Hale’iwa Harbor.
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Figure 2.19: Spectrogram of observed IG-PSD during 11/04/11-03/14/12 at site 1 in Hale’iwa

Harbor, in the 0.5-30 min period band.
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Figure 2.20: Spectrogram of observed IG-PSD during 11/28/13-05/05/14 at site 1 in Hale’iwa

Harbor, in the 0.5-30 min period band.
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Figure 2.21: Spectrogram of observed IG-PSD during 11/28/13-05/05/14 at site 1 in Hale’iwa

Harbor, in the 0.5-2 min period band.
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Figure 2.22: Scatter plot of harbor IG sea level PSD at site 1 versus offshore SS sea level

energy flux propagating towards shore (Fss,cf ) for (a) 15-40 min, (b) 10-15 min, and (c) 4-10

min period bands. Each plot was generated using 1392 data points from a year-long dataset

during the year 2002. The red curve was fitted to the data using piecewise interpolation

technique.
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Figure 2.23: Coherence amplitude, γη,η, coherence phase, φη,η, amplification, Aη,η, and gain

,Gη,η, for sites 1 vs. 6. Blue/red curves were derived from five three-day long sea level data

segments during 11/04/11 - 01/31/12 (see Table 2.4 for exact time periods). The dashed

dotted line in the coherence amplitude plot is the 95% level of no significance. The 95%

confidence interval for each independent spectrum estimate is the vertical distance between

the continuous black lines in the amplification plot, and the error bars in the gain plot. The

vertical black dotted lines indicate significant spectral peaks identified in other spectra.
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Figure 2.24: Coherence amplitude, γη,η, and coherence phase, for sites 1 vs. 6, focusing

on the 1-40 min period band. Blue/red curves were derived from five three-day long sea

level data segments during 11/04/11 - 01/31/12 (see Table 2.4 for exact time periods). The

dashed dotted line in the coherence amplitude plot is the 95% level of no significance. The

coherence phase was unwrapped to help reveal any sharp transitions.
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Figure 2.25: PSD curves of sea level derived from bottom pressure for sites 1 and 6 under

strong and weak forcing. Strong forcing is shown by red hues; weak forcing by blue. Site

6, well outside the harbor, is shown in the darker hues; site 1, within the inner harbor, is

shown by lighter hues. Blue/red curves were derived from five three-day long sea level data

segments during 11/04/11 - 01/31/12 (see Table 2.4 for exact time periods). The frequency-

dependent 95% confidence interval for each independent spectrum estimate is shown at the

bottom. The approximate periods of statistically significant spectral peaks identified in other

spectra (60 sec, 90 sec, 3, 6, 8, 12.5, and 23 min) are labeled and indicated by the vertical

black dashed-dotted lines.
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Figure 2.26: Variance preserving curves for sites 1 and 6. Blue/red curves were derived

from five three-day long sea level data segments during 11/04/11 - 01/31/12 (see Table

2.4 for exact time periods). The approximate periods of statistically significant spectral peaks

identified in other spectra (60 sec, 90 sec, 3, 6, 8, 12.5, and 23 min) are labeled and indicated

by the vertical black dashed-dotted lines.
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Figure 2.27: Coherence amplitude, γη,η, coherence phase, φη,η, amplification, Aη,η, and gain,

Gη,η, for sites 1 vs. 7. Blue/red curves were derived from five three-day long sea level data

segments during 12/11/13 - 03/18/14 (see Table 2.4 for exact time periods). The dashed

dotted line in the coherence amplitude plot is the 95% level of no significance. The 95%

confidence interval for each independent spectrum estimate is the vertical distance between

the continuous black lines in the amplification plot, and the error bars in the gain plot.
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Figure 2.28: Coherence amplitude, γη,η, coherence phase, φη,η, amplification, Aη,η, and gain,

Gη,η, for sites 2 vs. 7. Blue/red curves were derived from five three-day long sea level data

segments during 12/11/13 - 03/18/14 (see Table 2.4 for exact time periods). The dashed

dotted line in the coherence amplitude plot is the 95% level of no significance. The 95%

confidence interval for each independent spectrum estimate is the vertical distance between

the continuous black lines in the amplification plot, and the error bars in the gain plot.
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Figure 2.29: Coherence amplitude, γη,η, coherence phase, φη,η, amplification, Aη,η, and gain,

Gη,η, for sites 4 vs. 7. Blue/red curves were derived from five three-day long sea level data

segments during 12/11/13 - 03/18/14 (see Table 2.4 for exact time periods). The dashed

dotted line in the coherence amplitude plot is the 95% level of no significance. The 95%

confidence interval for each independent spectrum estimate is the vertical distance between

the continuous black lines in the amplification plot, and the error bars in the gain plot.
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Figure 2.30: PSD curves for sites (a) 1; (b) 2; (c) 4; and, (d) 7. Blue/red curves were derived

from five three-day long sea level data segments during 12/11/13 - 03/18/14 (see Table 2.4

for exact time periods). The 95% confidence interval for each independent spectrum estimate

is shown at the bottom.

101



f*
S
2

,2
 [

cm
2 ]

0

5

10

15

20

25

30

Period
[seconds][minutes][hours][days]

weak SS: site 1
strong SS: site 1

4 2 1 10 4 2 1 30 10 6 3 90 30 15 5

Period
[seconds][minutes][hours][days]

weak SS: site 2
strong SS: site 2

4 2 1 10 4 2 1 30 10 6 3 90 30 15 5

Frequency [cph]
10-2 100 102

f*
S
2

,2
 [

cm
2 ]

0

5

10

15

20

25

30 weak SS: site 4
strong SS: site 4

Frequency [cph]
10-2 100 102

weak SS: site 7
strong SS: site 7

a b

c d

Figure 2.31: PSD curves for sites (a) 1; (b) 2; (c) 4; and, (d) 7. Blue/red curves were derived

from five three-day long sea level data segments during 12/11/13 - 03/18/14 (see Table 2.4

for exact time periods).
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Figure 2.32: Coherence amplitude, γη,η, coherence phase, φη,η, amplification, Aη,η, and gain

,Gη,η, for sites 6 vs. 9. Blue/red curves were derived from five three-day long sea level data

segments during 11/04/11 - 01/31/12 (see Table 2.4 for exact time periods). The dashed

dotted line in the coherence amplitude plot is the 95% level of no significance. The 95%

confidence interval for each independent spectrum estimate is the vertical distance between

the continuous black lines in the amplification plot, and the error bars in the gain plot.
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Figure 2.33: Scatter plots of EIG,6 (6m depth) vs. EIG,12 (12m depth) for (a) weak, (b)

moderate, and (c) strong, SS events. In each of the above cases, two 3-day long sea level

data segments are averaged (see Table 2.4 for exact time periods).
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Figure 2.34: Scatter plots of EIG,2 (2m depth) vs. EIG,6 (6m depth) for (a) weak, (b)

moderate, and (c) strong, SS events. In each of the above cases, two 3-day long sea level

data segments are averaged (see Table 2.4 for exact time periods).
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Figure 2.35: PSD of η and ηss,env under weak (left column), and strong (right column) SS

forcing, at sites 8a (top row), 8b (middle row), and 8c (bottom row). See Table 2.4 for exact

time periods.
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Figure 2.36: Coherence amplitude and phase between ηss,env and η at sites 8a (panels a and

b), 8b (panels c and d), and 8c (panels e and f), under weak SS forcing conditions (see Table

2.4 for exact time periods). The dashed dotted line in the coherence amplitude plot is the

95% level of no significance.
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Figure 2.37: Coherence amplitude and phase between ηss,env and η at sites 8a (panels a and

b), 8b (panels c and d), and 8c (panels e and f), under strong SS forcing conditions (see

Table 2.4 for exact time periods). The dashed dotted line in the coherence amplitude plot

is the 95% level of no significance.
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Figure 2.38: Coherence amplitude and phase between ηss,env and η for sites 8a vs. 8b (panels

a and b), sites 8a vs. 8c (panels c and d), and sites 8b vs. 8c (panels e and f), under weak

SS forcing conditions (see Table 2.4 for exact time periods). The dashed dotted line in the

coherence amplitude plot is the 95% level of no significance.
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Figure 2.39: Coherence amplitude and phase between ηss,env and η for sites 8a vs. 8b (panels

a and b), sites 8a vs. 8c (panels c and d), and sites 8b vs. 8c (panels e and f), under strong

SS forcing conditions (see Table 2.4 for exact time periods). The dashed dotted line in the

coherence amplitude plot is the 95% level of no significance.
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Figure 2.40: Coherence amplitude, γη,η, coherence phase, φη,η, amplification, Aη,η, and gain

,Gη,η, for sites 5 vs. 6. Blue/red curves were derived from five three-day long sea level data

segments during 11/04/11 - 01/31/12 (see Table 2.4 for exact time periods). The dashed

dotted line in the coherence amplitude plot is the 95% level of no significance. The 95%

confidence interval for each independent spectrum estimate is the vertical distance between

the continuous black lines in the amplification plot, and the error bars in the gain plot.
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Figure 2.41: Coherence amplitude, γη,η, coherence phase, φη,η, amplification, Aη,η, and gain

,Gη,η, for sites 1 vs. 5. Blue/red curves were derived from five three-day long sea level data
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dotted line in the coherence amplitude plot is the 95% level of no significance. The 95%

confidence interval for each independent spectrum estimate is the vertical distance between

the continuous black lines in the amplification plot, and the error bars in the gain plot.
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time periods.
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Figure 2.43: Coherence amplitude and phase between ηss,env and η at sites 6 (panels a and

b), 5 (panels c and d), and 1 (panels e and f), under weak SS forcing conditions (derived

from five three-day long blocks of sea level data segments during 11/04/11 - 01/31/12; see

Table 2.4 for exact time periods). The dashed dotted line in the coherence amplitude plot

is the 95% level of no significance. 114
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Figure 2.44: Coherence amplitude and phase between ηss,env and η at sites 6 (panels a and

b), 5 (panels c and d), and 1 (panels e and f), under strong SS forcing conditions (derived

from five three-day long blocks of sea level data segments during 11/04/11 - 01/31/12; see

Table 2.4 for exact time periods). The dashed dotted line in the coherence amplitude plot

is the 95% level of no significance. 115
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the cross-shore array at sites 8a, 8b, and 8c. The thicker curve is the average profile.
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Figure 2.48: Oscillation modes around the Hawaiian Islands. Taken from Munger and

Cheung (2008).
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Figure 2.49: Oscillation modes around the Hawaiian Islands. Taken from Cheung et al.

(2013).
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Figure 2.50: Sea level PSD at (a) site 1, Hale’iwa Hbr.; (b) site 13, Honolulu Hbr.; (c) site

14, Kahului Hbr.; and, (d) site 15, Kawaihae Hbr. Blue curves were generated using multiple

3-month long datasets during summertime (Jun, Jul, Aug; 5 seasons for Hale’iwa, and 13

for the other harbors), and red curves were generated using multiple 3-month long datasets

during wintertime (Nov, Dec, Jan; 5 seasons for Hale’iwa, and 11 for the other harbors). All

tsunami events during these time periods were removed (2 from summertime and four from

wintertime). The 95% confidence interval for each independent spectrum estimate is shown

at the bottom. The large-scale modes from the model results of Munger and Cheung (2008)

and Cheung et al. (2013), are marked with vertical dashed lines (27, 33, 43, 52, and 75 min).
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Figure 2.51: Sea level PSD at (a) site 1, Hale’iwa Hbr.; (b) site 13, Honolulu Hbr.; (c) site

14, Kahului Hbr.; and, (d) site 15, Kawaihae Hbr, during multiple tsunami events. At each

site we average multiple two-day long sea level data segments that each includes a tsunami

event. 7 events were included in the analysis for Hale’iwa Harbor (panel a, start times:

06/25/01, 09/25/03, 11/17/03, 05/06/06, 11/15/06, 01/13/07, and 09/29/09), and 11 in

Honolulu, Kahului, and Kawaihae Harbors (panels b-d, the same tsunami events used for

Hale’iwa Harbor, including events having start times: 12/05/97, 08/15/07, 02/27/10, and

03/11/11). The 95% confidence interval for each independent spectrum estimate is shown

at the bottom. The large-scale modes from the model results of Munger and Cheung (2008)

and Cheung et al. (2013), are marked with vertical dashed lines (27, 33, 43, 52, and 75 min).
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Figure 2.52: Coherence amplitude (upper panels of a, b) and coherence phase (lower panels

of a, b) for Honolulu vs. Kawaihae sites using multiple 3-month long sea level records during:

(a) summertime (same data as in Fig. 2.50), and; (b) wintertime (same data as in Fig. 2.50).

The red-dashed line in the coherence amplitude plots is the 95% level of no significance. The

large-scale modes from the model results of Munger and Cheung (2008) and Cheung et al.

(2013), are marked with vertical dashed lines (27, 33, 43, 52, and 75 min).
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Figure 2.53: Coherence amplitude and phase between two bottom pressure sensors collected

during the HOME experiment. The 95% confidence interval for each independent spectrum

estimate is shown at the bottom. Figure taken from Luther et al. (2014).
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(a)

(b)

Figure 2.54: Energy vs. time for oscillation periods: (a) 44.8 min in Honolulu Harbor, and

(b) 35.3 min in Kahului Harbor. Calculations were done using the complex demodulation

method.
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(a)

(b)

Figure 2.55: Same as Fig. 2.54, except zooming-in on the y axis.
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Figure 2.56: Time series of significant wave height (Hsig) in the 1-20 min IG band at sites

12, 11, 9, and 1-4 (panels a, b, e, and f, respectively), peak period (Dp) at site 10 (panel c),

and Hsig at SS periods (Hsig,ss, panel d). All units are meters, except Dp which has units

of degrees. Dates are number of days from the beginning of the years 2013/2014. Vertical

dotted lines indicate times where Hsig,IG was greater at site 12 than site 11.
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Figure 2.57: Time series of deep-water offshore and harbor Hsig,IG in the 1-20 min IG band

(all units are meters) at sites 1-4, 11, and 12. Dates are number of days from the beginning

of each year (2013/2014). Vertical dotted lines indicate times where Hsig,IG was greater at

site 12 than site 11.
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Figure 2.58: (a) PSD at site 11 (brown curve, 2016m), and site 12 (green curve, 2016m);

(b) coherence amplitude, and (c) coherence phase, between sites 11 and 12. The red-dashed

line in the coherence amplitude plots is the 95% level of no significance, and insignificant

coherence amplitude and phase values were marked with gray crosses. Positive phase

difference implies propagation where site 12 leads site 11. The magenta curves in panel

c correspond to the coherence phase values of waves arriving from angles of θ = 60◦, 70◦, and

80◦, relative to the line connecting sites 12 and 11.
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Figure 2.59: Projected PSDs from sites 9 to 11 during a time period of weak SS. (i) Black

curve: PSD at site 9 (17m depth). (ii) Magenta curve: PSD at site 9 (17m depth) projected

to PSD at 17m depth on site 11. (iii) Red curve: PSD at site 9 (17m depth) projected to

PSD at 2016m depth on site 11. (i) Blue curve: PSD at site 11 (2016m depth).

130



Frequency [cph]
10-1 100 101 102 103

S
2

,2
 [

cm
2 /c

ph
]

10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

101

102

103

95% CI

Period
[seconds][minutes][hours]

site 9 (17m) - obs
site 11 (17m) - proj
site 11 (2016m) - proj
site 11 (2016m) - obs

10 8 6 4 3 2 1 40 30 20 15 10 8 6 4 3 2 90 60 40 30 20 15 10 5 2

strong SS

Figure 2.60: Projected PSDs from sites 9 to 11 during a time period of strong SS. (i) Black

curve: PSD at site 9 (17m depth). (ii) Magenta curve: PSD at site 9 (17m depth) projected

to PSD at 17m depth on site 11. (iii) Red curve: PSD at site 9 (17m depth) projected to

PSD at 2016m depth on site 11. (i) Blue curve: PSD at site 11 (2016m depth).
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CHAPTER 3

FORECAST OF CURRENT-DRIVEN HARBOR

SURGES IN HALE’IWA HARBOR, HAWAI’I

3.1 Introduction

Earliest observations of waves oscillating at long infrgravity (IG) periods were made at the

coast by Munk (1949), who also called them ”surf-beat”, and Tucker (1950). Observations

of deep-ocean IG oscillations done by Webb et al. (1991) revealed very small amplitudes

of the order of < 1 cm, that could be slightly exceeded at certain locations according to

Aucan and Ardhuin (2013). At the coast, as IG waves propagate into shallow depths they

become shallow water waves and their amplitudes may reach variances of the order of 1 m

(Wright et al. 1982). Such oscillations may result from free waves (Eckart 1951), or forced

(also known as bound) waves (Longuet-Higgins and Stewart 1962; Hasselmann 1962), both

of which have gravity as the restoring force. The free waves can be further categorized into

edge-waves that are trapped to the coastline between the shoreline and an offshore turning

point by reflection and refraction processes, exponentially decay offshore of the turning point,

and progressively propagate in the alongshore; and, leaky-waves that do not return to the

shoreline by refraction and therefore escape to deep water.

Various observational studies have shown that the energy levels of both free and forced

waves increase with increasing sea/swell (SS) energy and decreasing water depth, but their

relative contributions to the total IG energy varies depending on the SS energy levels (Okihiro

et al. 1992; Elgar et al. 1992, among others). In the surf zone, in most cases it was found that

free wave energy dominates forced wave energy when SS conditions are weak to moderate

(Okihiro et al. 1992; Bowers 1992; Herbers et al. 1992, 1994, 1995b, among others), but

outside of the surf zone, forced wave energy levels were found to be comparable or higher

under strong SS conditions (Okihiro et al. 1992; Elgar et al. 1992). Observations made by

Huntley and Kim (1984) outside the surf zone in a relatively steep beach showed that low
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frequency motions in the 30-300 sec period band were dominated by forced waves. In the

case of the freely propagating edge and leaky waves, the relative contribution to the total

IG energy depends on the geometry of a given coastline (Munk et al. 1964; Huntley 1976).

Another source of nearshore IG oscillations is known as shear waves (also called vorticity

waves). First observed by Oltman-Shay et al. (1989), these waves were found in the surf

zone only in the presence of a mean longshore current, and have periods of 100-1000 sec. In

a theoretical work by Bowen and Holman (1989), they identified conservation of potential

vorticity as the underlying mechanism for generating these waves (hence, the restoring force is

vorticity rather than gravity), and suggested that they are generated by the shear instability

of the mean longshore current. Additional theoretical work by Shrira et al. (1997) suggested

explosive instability processes as an alternative generation mechanism, and Haller et al.

(1999) expanded the shear instability theory of Bowen and Holman (1989) by including a

wave group forcing term in the nearshore potential vorticity balance.

When resonantly excited, standing long waves in semi-enclosed basins (commonly known

as seiches) such as ports and harbors, may result in significant vertical displacements of

the free surface, and strong horizontal currents. Such conditions could lead to delays in

harbor operations, and in some cases could even result in significant damage to moored

ships and harbor infrastructure (Morison and Imberger 1992; Lopez et al. 2014). Morison

and Imberger (1992), Okihiro et al. (1993), Okihiro and Guza (1996), Bellotti and Franco

(2011), Thotagamuwage and Pattiaratchi (2014a), have all observed SS (generated by non-

local atmospheric disturbances) exciting harbor seiches. Okihiro et al. (1993), and Okihiro

and Guza (1996) also show that the resonant response of the harbors is frequency dependent,

with the strongest amplification occurring at the gravest normal modes of the harbors. The

harbor IG responses in these studies were shown to be triggered primarily by free waves;

however, it was theoretically shown that the mismatch of bound-wave-induced set-down

across a harbor mouth introduces free long waves inside the harbor that can excite harbor

resonances (Bowers 1977). Other processes that were shown to excite harbor seiches include:

local atmospheric disturbances (Okihiro et al. 1993; De Jong et al. 2003; De Jong and Battjes
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2004), internal tides (Giese et al. 1990; Chapman and Giese 1990; Grimshaw and Chapman

1992; Giese et al. 1998), and tsunamis (Wilson 1971; Heath 1974; Okihiro and Guza 1996).

For instance, in a recent study, Park et al. (2016) used tide gauge sea level data from several

harbors in the Pacific Ocean to study large-scale seiches of bays that persist continuously in

time. Using spectral techniques they were able to provide some evidence supporting their

hypothesis that the continuous source of forcing could potentially be driven by tidal waves

that force a shelf to resonate.

Although the response of harbors to long period oscillations was addressed in many

studies (as outlined above), the focus was primarily on the response of sea level rather than

horizontal currents at IG periods inside the harbor. In this study we process various datasets

of sea level and currents, in order to generate a forecast for surge currents at IG periods in

Hale’iwa Harbor, Island of O’ahu, Hawai’i, given a forecast of SS forcing at an offshore

location.

The study area and datasets are described in Section 2, the methods used in this study are

outlined in Section 3, the analysis and results are presented in Section 4, and the final surge

forecast and its validation are presented in Section 5. We then provide a short discussion in

Section 6.

3.2 Study area and datasets

Due to the long history of damaging surge events in Hale’iwa Harbor and the lengthy sea level

records that were available to us inside the harbor and at the offshore location of Waimea

Buoy, we chose to focus on this harbor for our study. It is a small recreational boat harbor

located in Waialua Bay on the North Shore of O’ahu Island, Hawai’i (see Figs. 2.1 and 2.2).

The harbor is facing 315◦ (counterclockwise from north), a direction that exposes it to the

very strong northern hemisphere winter swells that hit the island from October through

April (Caldwell and Aucan 2007). In addition, about once a year on average, tsunami waves

originating from remote locations across the pacific reach that part of the island.

The bathymetry along this stretch of coast is composed of an uneven volcanic reef with
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a relatively steep slope and multiple channels that cross the reef at several locations along

the coast. The contour of the coastline is highly tortuous and contains numerous small-scale

embayments that, depending on the local bathymetry, could potentially trap and amplify

oscillations at particular IG periods.

At the early stages of this study we were limited to use sea level datasets from existing

monitoring systems (see square symbols in Figs. 2.1 and 2.2):

1. A stilling-well tide gauge inside the Hale’iwa Harbor operated and maintained by the

Pacific Tsunami Warning Center (PTWC), providing 2 min data (data points are not

averaged) since 1997 to present (site 1 in Fig. 2.1).

2. A Datawell directional wave buoy located at a depth of 200 m, ∼ 6.5 km WNW

of Waimea Bay and ∼ 8.5 km N of Hale’iwa Harbor (also known as Waimea Buoy),

operated and maintained by the Coastal Data Information Program (CDIP) in Scripps

Institution of Oceanography (SIO). Operating since 2001 to date, the buoy samples at

1.28 Hz and every 30 min analyzes ∼ 27 min of data to provide SS spectral products

such as wave energy density and mean direction (site 10 in Fig. 2.2).

Although the available datasets inside the harbor were found to be very useful to this

research, the 2 min sampling frequency is too low, preventing detection of high frequency IG

oscillations, and horizontal currents data were not available. We therefore executed a small

scale six-month long experiment where we deployed two pressure sensors and one current

meter inside the harbor, and two pressure sensors at offshore sites. The deployment was

done during the northern hemisphere winter swell season months, between 11/2011-05/2012

(sites 1, and 5 in Fig. 2.1 and sites 6 and 9 in Fig. 2.2).

Since the spatial coverage inside the harbor was limited to one particular location, and

additional datasets of horizontal currents were needed, we executed a larger scale six-month

long experiment during 11/2013-05/2014 where we deployed four pressure sensors and current

meters at four locations inside the harbor, and three pressure sensors and two current meters

at three offshore sites (sites 1-4 in Figs. 2.1 and sites 7 and 9 in Fig. 2.2; one of the offshore
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instruments containing a pressure sensor and current meter is not shown on the map since

it was lost.)

3.3 Methods

Creating a surge forecast for Hale’iwa Harbor involved the following four stages (see four

columns in Fig. 3.1):

1. Observations : obtain observations of sea level offshore and inside the harbor, and

currents inside the harbor.

2. Analyses: analyze the observed datasets to generate a transfer function between

offshore and harbor sea level, and another transfer function between harbor sea level

and harbor currents.

3. Tools/Forecast : use a forecast of offshore swell conditions as an input to the two

transfer functions. The resulting output is the current-driven surge forecast.

4. Testing/Validation : use observations of ongoing swell events, as well as a visual

assessment of their impact on the harbor infrastructure and boats, in order to test and

validate the forecast.

3.3.1 Observations: sea level and currents

For offshore sea level we used 30 min SS energy products from Waimea Buoy for the year

2002. These were obtained from CDIP (Coastal Data Information Program). For harbor sea

level we used the 2 min tide gauge dataset for the year 2002, and a four month long pressure

sensor dataset (10 sec sampling, 5 sec averaged) from the 11/2011-05/2012 deployment. For

the harbor currents we used a four month long dataset (10 sec sampling, 5 sec averaged)

from the 11/2011-05/2012 deployment. As was done in Chapter 2, all pressure records were

converted to sea level using linear wave theory.
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3.3.2 Analyses: transfer functions

Before generating the necessary transfer functions we tested several SS parameters in order

to find one that yields a statistically optimal relationship between offshore SS forcing and

harbor IG response. These parameters involve the statistical SS quantities: peak period,

mean direction, and energy, and are defined below:

1. Sea level energy density (Ess): potential energy density. This parameter was used

extensively by other groups studying harbor seiches, e.g., Okihiro et al. (1993), Okihiro

and Guza (1996), Elgar et al. (1992), among others.

2. Sea level power spectral density (Pss =Ess/∆f): potential energy density divided

by the frequency bandwidth. This parameter emphasizes the energy that is contained

in the longer period waves. It was shown by Middleton et al. (1987) that longer period

swell waves are more important than the shorter period waves in the process of IG

wave generation.

3. Cosine-filtered sea level power spectral density (Pss,cf ): sea level power spectral

density propagating towards shore.

4. Sea level energy flux (Fss,cf = Pss,cf× T ): cosine-filtered sea level power spectral

density multiplied by the wave period, emphasizing the longer periods even more than

the previous two parameters.

For each of these SS parameters the mean standard deviation is calculated in several IG

period bands. The SS parameter resulting in the smallest error will be the one we use in

relating offshore SS to harbor IG.

Ideally, in order to determine the relationship between the offshore SS forcing and the IG

response of harbor currents we need lengthy datasets of sea level offshore of the harbor and

currents inside the harbor, for the same time period. However, the only lengthy datasets

available to us inside the harbor are sea level from the tide gauge. Datasets of currents
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and sea level sampled at high frequencies were obtained only later during the 11/2011-

05/2012 deployment, but the record length was only several months long. As a result of

these limitations, we used the lengthy tide gauge sea level datasets to generate a transfer

function between offshore sea level SS and harbor sea level IG (hereafter will be called:

TF1), and the high frequency, but shorter records, of currents and sea level to generate a

second transfer function between harbor sea level IG and harbor currents IG (hereafter will

be called: TF2).

For a given pair of variables, these transfer functions are determined by generating a

scatter plot, bin-average the cloud of data, and then fit a curve. That curve is the transfer

function for that particular pair.

3.3.3 Tools/Forecast

The forecast of surge currents inside the harbor is generated by applying the two transfer

functions TF1 and TF2 to an input of SS forecast. The SS forecast is obtained from Kwok

Fai Cheung’s group in the Department of Ocean and Resources Engineering (ORE) at the

University of Hawai’i at Manoa (UHM), and provides a 7.5 day long forecast of SS conditions

at the location of Waimea Buoy (site 10 in Fig. 2.2). This forecast of SS is being converted

to our statistically-optimal SS parameter and used as an input to the transfer functions to

yield the forecast of IG currents inside the harbor. We express the final forecast as a Surge

Current Index (SCI), which is simply the root-mean-square (RMS) of the harbor currents

IG power spectral density.

As a final step before reporting the surge forecast, we determine a SCI threshold level

above which surges driven by IG currents inside the harbor are likely to cause damage to

boats and/or harbor infrastructure. We do this by analyzing historical records of all tsunami

events and two strongest SS events per year during the years 1997-2010, and one strong SS

event during 2014.
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3.3.4 Testing/Validation

During ongoing large SS events we drive to the north shore and document the impact these

events have on the harbor infrastructure and boats inside Hale’iwa Harbor as well as at

selected locations along the coast. For a given SS event, by using observations of its energy

density, period, and direction at Waimea Buoy, convert them to our SS parameter, and then

use this as an input to our two transfer functions, we are able to calculate the SCI value

that corresponds to this particular event. This is then used as another data point in our

SCI database resulting from strong SS events. Depending on the particular SCI value and

the impact each swell event has on the harbor operations, infrastructure, and the boats, the

SCI threshold level may be modified accordingly.

3.4 Analysis and results

3.4.1 Dominant IG bands in Hale’iwa Harbor

To obtain a visual look at the relationship between the offshore SS forcing and harbor IG

response, we generate monthly spectrogram plots. The spectrograms are calculated following

the same methodology that is described in Chapter 2, Section 2.4.

Figures 2.17 and 2.18 clearly show a one-to-one correspondence between the offshore SS

forcing and the IG response in Hale’iwa Harbor. This correspondence was seen for all times

when both offshore and harbor data were available between 2001-2010.

Spectral analysis of sea level and currents inside the harbor has helped us identify the

harbor’s IG band response that is most relevant for our surge forecast. We generate PSD

plots using nearly two months of data, and follow the same methodology described in Chapter

2, Section 2.4.

Sea level PSD plots at four different locations inside the harbor are seen in Fig. 3.2.

Note that the IG band of interest seems to be approximately within 4-40 min. At periods

shorter than 4 min additional spectral peaks appear at ∼ 90 sec, ∼ 70 sec, and ∼ 50 sec;

however, for the purpose of generating a forecast of surges driven by IG currents, we also
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need to examine the spectrum of currents at the same four locations inside the harbor.

Spectra of the currents that are aligned along the major ellipse axes of sites 1-4 are shown

in Fig. 3.3, and suggest that the approximate 2-10 min period band is the most energetic

and all oscillations shorter than ∼ 2 min are very weak and seem to be unimportant for our

current-driven surge forecast. As a result, we chose the 2-40 min period band as the relevant

one for our study at this particular harbor.

To get a feel for the sea level versus currents variability, Fig. 3.4 shows a two-hour long

time series around the peak of a large SS event that occurred on 02/08/12 - 02/09/12. It

can be seen that the dominant periodicity approximately varies around ∼ 6− 9 min for the

sea level signal, and ∼ 3− 5 min for the u and v currents, consistent with our findings from

the sea level and currents spectra.

Since our PSDs and all of our monthly spectrogram plots show distinct modal peaks

inside the harbor at the periods of 6 min, 8 min, 12.5 min, and 23 min (particularly under

none-weak SS forcing conditions, e.g., Figs. 2.7, 2.9, 2.19, and 2.20), we decided to divide

the 2-40 min period band into four narrower bands: IGa, IGb, IGc, IGd as follows: (a) 2 <

TIGa < 4 min; (b) 4 < TIGb
< 10 min; (c) 10 < TIGc < 15 min, and; (d) 15 < TIGd

< 40 min.

Although at first the choice of these IG period bands seemed to be somewhat arbitrary, it

will be later justified by showing how differently each of these IG period bands responds to

offshore forcing.

3.4.2 Searching for appropriate sea/swell parameter and generat-

ing a surge forecast

In search of an optimal relationship between offshore SS and harbor IG, we tested four

different SS parameters and used scatter plots to analyze their relationships with IG power

spectral density (IG-PSD) inside the harbor. In this analysis we used year long sea level

datasets. To calculate the SS parameters, we use CDIP’s 9-band energy and direction

datasets, and interpolate over data gaps of up to 2 hours (4 data points). For a given

energy band, we vector average (smooth x and y components separately) the energy arrays
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by convolving the dataset with a 12-hour wide Hanning window, and then decimate the

resulting dataset to 6-hour interval. The resulting smoothed energy is obtained by calculating

the magnitude of the x and y energy components. The smoothed array of mean direction is

obtained from the arc-tangent of the smoothed energy array. Ess is obtained by summing

the smoothed energy arrays from all nine bands. To calculate Pss, we divide the smoothed

energy of each period band by the corresponding frequency difference, and then sum the

arrays from all nine bands. Pss,cf is calculated by applying a cosine filter to each of the

smoothed energy arrays between 225◦ and 405◦ (where the angles are measured clockwise

relative to the true north), divide each of the smoothed energy arrays by the corresponding

frequency difference, and sum the arrays from all nine bands. Fss,cf is calculated as Pss,cf ,

except that before summing all nine bands we multiply each one by the mid-period that

corresponds to each particular band.

To calculate the IG-PSD (IGa − IGd) we use the 2 min sea level dataset from site 1

(see Fig. 2.1), and interpolate over short gaps in the data. This dataset is converted to

PSD following the same approach used in the spectrogram plots, and then converted to

IGa − IGd by summing the frequency bands of interest. These are then smoothed in the

time domain using a 12-hour wide running mean, and decimated from three-hour to six-hour

time intervals.

Figure 3.5 shows the response of the different IG bands to each of the SS parameters that

we examine. The relationships between a given IG band and a SS parameter can be seen more

clearly after averaging the IG response in SS bins that contain a fixed number of data points

(see Fig. 3.6). This last step results in a clear relationship between offshore SS and harbor

IG. This figure also supports our choice of dividing the IG band into the aforementioned

four bands. By comparing the fitted curves for a given SS parameter (looking at a given

column, comparing IGa−IGd) we clearly see that each IG sub-band has a different response

characteristic to SS forcing. The initial increase above the spectral noise levels in the IGa

period band occurs at very weak SS levels, whereas that initial increase appears to gradually

shift to stronger SS forcing levels as we go from IGa to IGd.
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To find the SS parameter that results in the best relationship with harbor IG we plotted

the IG standard error for each of the SS parameters. The result is shown in Fig. 3.7, which

clearly suggests that in each of the four IG period bands, the standard error decreases going

from the energy parameter (Ess) to the energy flux (Fss,cf ). Note that the most significant

reduction in standard error is obtained simply by going from Ess to Pss. We therefore chose

Fss,cf as our SS parameter.

Now with a SS parameter in hand, our transfer function will simply be the fitted curves

from the last column of Fig. 3.6. Using these, together with a SS forecast we can now

generate a forecast of the SCI.

3.4.3 Determine SCI threshold levels

The next step is to determine a threshold level for the SCI. We do this by calculating the SCI

of all tsunami events and two strongest SS events per year during 1997-2010, and one strong

SS event during 2014. The result can be seen in Fig. 3.8. This figure shows that the SS-

driven SCIs are consistently higher than most of the tsunami events; nevertheless, a review

of historical media reports reveals that tsunamis more frequently pose a threat to Hawaiian

Harbors than large SS events. Since 1997, the 11/15/2006 Kuril Islands tsunami posed

danger to Hawaiian Harbors and boats (Gordon 2006; Leone 2006), and the 03/11/2011

Tohoku tsunami event caused extensive damage to Hawaiian harbors and boats (Pang and

Nakaso 2011; Nakaso and Vorsino 2011), including Hale’iwa Harbor in particular. We

therefore use SCI values from these particular tsunami events to define the threshold levels.

We set a SCI value right around the Tohoku tsunami SCI level to be the threshold above

which there is a high likelihood that surge currents within the harbor will cause damage to

the harbor infrastructure and boats, as well as unsafe conditions for navigation. We set the

range of SCIs between the Kuril Islands tsunami SCI value and the abovementioned SCI

value that corresponds to the Tohoku tsunami, to be the SCI range where surge currents

within the harbor may potentially cause damage to the harbor infrastructure and boats, as

well as challenging conditions for navigation.
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3.4.4 Harbor’s response versus phase relationships of IG waves

Following these findings, we decided to examine more carefully the differences between the

characteristics of tsunamis and SS sea level records. We high-pass filtered all of our time

series (excluding all periods longer than 2 hours) and noted that for a given SCI value,

the tsunami event has a larger maximum sea level swing (SLmax) than the SS event with

corresponding SCI value (e.g., compare panels a and b of Fig. 3.9).

We believe that the reason for that is the phase relationships among the different fre-

quency components of tsunami versus SS waves. The frequency components of a tsunami

wave group are typically in phase, resulting in large sea level swings, whereas for a group

of SS waves the phase relationships are much more random, resulting in smaller sea level

swings.

In quantifying the relationships between the SCI and SLmax for tsunami versus SS

events, we used the maximum of the sea level RMS (SLrms,max) instead of SLmax, since

it is statistically more reliable. We calculated SLrms,max by de-tiding the sea level time

series, applying a high-pass filter (2 hour cutoff), calculating the rms for 40-minute long bins

with 50% overlap, and finally selecting the maximum SLrms for each bin. We then fitted

straight lines to the tsunami and SS trends and forced them to pass through the origin as

can be seen in Fig. 3.10.

Note that the slope is smaller for the case of tsunami waves, in agreement with our initial

observation that for a given SCI value SLmax (or, SLrms,max) is greater for tsunamis than

for SS. Since we chose to determine the SCI threshold levels based on data from historical

tsunami events (SCItsu) and the goal of this study is to generate a forecast of SCI triggered

by SS events (SCIss), the above results imply that our forecast of SCIss will be overestimated

and should be scaled down to match the corresponding SCItsu value. A relationship between

the tsunami and SS SCIs is obtained by looking at their corresponding SCI values at a fixed

SLmax,rms, which translates into:

SCItsu =
slopetsu
slopess

× SCIss, (3.1)
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where slopetsu and slopess are the slopes of SCI vs. tsunami events, and SCI vs. two strongest

SS events per year, respectively; and,

slopetsu
slopess

= 0.61. (3.2)

Therefore, we take our forecast value of SCIss and scale it down by 0.61. The resulting SCI

value is the one we report in our surge forecast.

3.5 Surge forecast and forecast validation

A particular example from our final surge forecast product is shown in Fig. 3.11. Plots on the

left column are the total SCI in the 2-40 min period band, and on the right column we have

the SCI contribution of four different IG period bands: 2-4, 4-10, 10-15, and 15-40 min. Note

that SCI values within the shaded pink region indicate that surge currents within the harbor

may potentially cause damage to the harbor infrastructure and boats, as well as challenging

conditions for navigation (based on the aftermath of the 11/15/2006 Kuril Islands tsunami).

SCI levels exceeding the red threshold line imply that there is a high likelihood that surge

currents within the harbor will cause damage to the harbor infrastructure and boats, as

well as unsafe conditions for navigation (based on the aftermath of the 03/11/2011 Tohoku

tsunami).

These figures provide an example of our surge forecast product for the particular swell

event of 02/22/16 (local Hawai’i time), as seen on the PacIOOS website. A forecast on

02/18/16 (panels a and b) suggested that on 02/22/16 the SCI of a large swell event will

slightly exceed the upper threshold (red line), an indication of potentially damaging and

dangerous currents in the harbor. Closer to the time of the event, an updated forecast on

02/21/16 (panels c and d) suggested that the SCI levels are still expected to be very high.

A nowcast during the peak of that event (panels e and f) revealed good agreement between

the forecast and observations, with a slight over-prediction at some time during the peak of

the event. A hindcast on 02/23/16 (panels g and h) revealed that during the peak of the
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event the SCI was indeed at, or very close, to the upper threshold line for most of 02/22/16.

In order to validate the harbor surge forecast we arrive to Hale’iwa Harbor site during the

peak of several large SS events and document any unusual IG oscillations and the impact of

each SS event on the harbor infrastructure and boats. In the particular example of Fig. 3.11,

we collected evidence that large portions of the harbor were flooded during much of the day

on 02/22/16 (local Hawai’i time).

It should be pointed out that although the SCI has units of speed, it should not be

interpreted as the actual speed of IG currents in the harbor. The sole intent of this index is

to validate potential boat movement inside the harbor by comparing the index value to the

threshold line.

Although no measurements were taken during the peak of the 02/22/16 SS event, we

were able to be on the harbor site during the event and document its impact. The various

pictures and video footages we collected provided proof of very strong surge currents at

all parts of the harbor, having IG periods ranging between 4-6 min. Several docks were

periodically flooded for several hours, and large portions of a low-lying parking lot were also

flooded. In Fig. 3.12 we see several pictures that demonstrate the impact of this large SS

event on the harbor. All pictures were taken at the southern-most extension of the harbor.

Times of low/high sea level are seen on the left/right columns. Note the high range of sea

level change between the left and right columns. In panels a and b we can see the sea level

change by looking at the water level at the PTWC tide gauge. In panels c and d we see an

example of a fixed dock of the harbor that was completely flooded when the surge currents

were filling in. On the opposite side, a boat ramp was completely underwater every several

minutes. Panels e and f are pictures that were taken from the parking lot at the southern

side of the harbor. Note how far the water reaches on the road during times of high surge.

The water was flowing on the road where vehicles were driving.
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3.6 Discussion

Lengthy historical sea level records were used to examine the 2-40 min IG response of Hale’iwa

Harbor to offshore SS forcing. Datasets of sea level and near-surface horizontal currents from

two new six-month long deployments provided new details regarding the spatial distribution

of the IG response of sea level and horizontal currents inside the harbor. With these datasets

we tested several SS parameters in order to identify one that results in a statistically optimal

relationship between the offshore forcing and harbor response in four IG period bands: 2-4

min, 4-10 min, 10-15 min, and 15-40 min. For each of these IG period bands, we determined

two transfer functions relating the (statistically optimal) SS parameter to the horizontal

currents inside the harbor in that particular IG band. These transfer functions, together

with a forecast of offshore SS conditions (i.e., peak period, mean direction, and energy) as

an input, were used to predict harbor IG response that was expressed in terms of a SCI.

A threshold of SCI was determined, indicating the level above which surge current inside

the harbor may lead to disruption in harbor operations or even cause damage to harbor

infrastructure and boats.

The SCI levels generated by our surge forecast are showing good agreement with observed

SCI levels, even with high SCI levels such as the ones observed during the large SS event

of 02/22/2016. The SCI threshold level that we determined based on Hale’iwa Harbor’s IG

response during various SS and tsunami events, seems to adequately represent the potential

risks in that particular Harbor as a result of very strong SS events. As part of our ongoing

efforts, we keep monitoring all significant SS events in order to validate the forecast and

potentially add additional improvements in order to improve its reliability. Our plans for

future projects involve developing a similar forecast for other Hawaiian Harbors such as

Barbers Point, Kahului, Kaumalapau, Hilo, and possibly others.
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Figure 3.1: The building blocks of forecasting surge currents for Hale’iwa Harbor.
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Figure 3.2: Power spectral density of observed sea level at the locations of the four sensors

inside Hale’iwa Harbor during 11/28/13 - 01/20/14. The 95% confidence interval for each

independent spectrum estimate is shown at the bottom.
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Figure 3.3: Power spectral density of observed current (aligned along major ellipse axis) at

the locations of the four sensors inside Hale’iwa Harbor during 11/28/13 - 01/20/14. The

95% confidence interval for each independent spectrum estimate is shown at the bottom.
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Figure 3.4: Two-hour long times series of (a) sea level; (b) u; and, (c) v, currents at site

1 inside Hale’wa Harbor, during a large SS event on 02/08/12 - 02/09/12. Note the longer

period character of sea level variability as compared to the uv currents.
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Figure 3.5: Scatter of IG-PSD vs. various sea/swell parameters. The number of data points

plotted is shown at the top of each figure. The figure in the first row were generated using a

four month long dataset, and the figures in rows 2-4 were generated using a year-long dataset

from 2002.
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Figure 3.6: Scatter plots of IG-PSD vs. sea/swell parameters. The red curve was fitted to

the data using piecewise interpolation technique. The figure in the first row were generated

using a four month long dataset, and the figures in rows 2-4 were generated using a year-long

dataset from 2002.
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Figure 3.7: Mean IG standard deviation for each of the SS parameters.
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Figure 3.8: SCI of all tsunamis and two strongest SS events per year during 1997-2010, and

one strong SS event during 2014.
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Figure 3.9: High-pass filtered sea level time series on the western side of Hale’iwa Harbor

during (a) 12/25/2009 SS event; and, (b) 11/15/06 tsunami event. The maximum sea level

swings nearly reaching 0.75 m. SCI = 155 cm/s for the SS event, and 1.2 m. SCI = 151

cm/s. for the tsunami event.
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Figure 3.10: SCI versus maximum root-mean-square of all tsunamis and two strongest SS

events per year during 1997-2010, and one strong SS event during 2014. The correlations

of the line fits are: 0.86, and 0.79, for the tsunami and SS cases, respectively. The slopes

of the fitted lines are: 4.70 ± 0.89 s−1, and 7.70 ± 0.54 s−1, for the tsunami and SS cases,

respectively. The ratio of tsunami to SS slopes is: 0.61.
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Figure 3.11: Forecast (rows 1 and 2), nowcast (row 3), and hindcast (row 4) of Hale’iwa

Harbor SCI for the 02/22/2016 (local date) swell event. Left column: SCI in 2-40 min

period band. Right column: SCI in 2-4, 4-10, 10-15, and 15-40 min period bands.
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Figure 3.12: Impact of surges in Hale’iwa Harbor during the 02/22/16 SS event. All pictures

were taken at the southern-most extension of the harbor. Times of low/high sea level are

seen on the left/right column.
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CHAPTER 4

INFRAGRAVITY OSCILLATIONS IN HALE’IWA

HARBOR REGION, HAWAI’I. PART II:

NUMERICAL MODELING

4.1 Introduction

The important role that infragravity (IG) waves play in nearshore coastal processes have

attracted many researchers to apply various observational and laboratory studies. Neverthe-

less, the role of numerical modeling has become increasingly important as it allows for high

spatial and temporal resolution that in many cases may not be feasible or even possible using

observations or laboratory settings. Certain numerical models can also be used to identify

the mechanisms by which IG waves are generated at particular coastal sites.

Numerical model studies of long waves are typically done using linear or non-linear

models. The linear models generate solutions relatively fast, but a major disadvantage

of such models is that they involve various assumptions and they cannot account for long

wave generation by non-linear interactions. These models require the direction and period of

a long wave as an input. Non-linear Boussinesq-type models contain information regarding

the physics of the waves and are computationally more expensive than linear models. Tak-

ing wave dispersion into account, these models propagate the short waves throughout the

computational domain and long waves are generated by non-linear wave-wave interactions.

They require a short-period wave field as an input. What follows is a literature summary

of various studies that have applied numerical modeling to learn about IG waves in harbors

and along coastlines.

Linear models were employed in several studies. Briggs et al. (1994) have used HARBD,

a linear, steady-state finite-element model, that solves a generalized Helmholtz equation

in the frequency domain. They used the model to identify the modes of oscillations of

Barbers Point Harbor (O’ahu, Hawai’i), and tested several proposed modifications that can
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potentially reduce the amplifications inside the harbor. Thompson et al. (1996) employed

the same model for a similar study at Kahului Harbor (Maui, Hawai’i). This model was also

used by Okihiro et al. (1993) to study harbor oscillations in Barbers Point Harbor, Hawai’i.

When compared to observations inside the harbor, they found that the model was successful

in reproducing the general spectral structure at different sites inside the harbor; however,

the energy amplification factors between the different harbor sites and an offshore site were

over-predicted at the gravest modes of oscillations. Bellotti (2007) added a source term to

the Helmholtz equation of this linear model and attempted to quantify the transient response

of harbor basins to modal IG oscillations. Bellotti and Franco (2011) used the same model

together with field observations, in order to study the long wave field in a harbor.

Non-linear models have also been used in various harbor and coastal studies. The

numerical models in the following studies are solved in the time-domain and are based

on different variations of the Boussinesq equations, which account for wave non-linearity

and dispersion. Van Giffen (2003) used Delft 3D’s Surf Beat model to study IG motions in

two harbors. He applied this model to Barbers Point Harbor, Hawai’i, and a bay in South

Africa, but most of the work focused on studying Barbers Point Harbor. Using the model

he determined the dominant oscillation periods in Barbers Point Harbor, and tested the

effects of several suggested alterations to the harbor. Douyere (2003) used COULWAVE

model to determine the resonant IG modes in Barbers Point Harbor (O’ahu, Hawai’i) and

Kahului Harbor (Maui, Hawai’i). For Barbers Point, his results were found to be in good

agreement with results from previous studies, but a large discrepancy was found when

comparing with previous results from Kahului Harbor. This discrepancy is likely due to

the fact that the previous studies involved linear models that treat the harbor boundaries as

vertical walls, whereas COULWAVE model involves a swashing mechanism that allows for

a moving boundary. Since ∼ 50% of the boundary inside Kahului Harbor contains beaches,

a proper modeling of the waterline inside the harbor could be critical. Woo and Liu (2004)

studied the IG oscillations in harbors of different configurations. Comparison of the model

results with experimental data showed good agreement, and when compared with another
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nonlinear model and a linear model, it appeared to perform better. Dong et al. (2013) used

FUNWAVE2D model to study IG modal oscillations in a long rectangular harbor. They

developed a simple analytical formulation to separate the IG wave field into bound and free

waves, and used the numerical model to examine the proportion of these waves as a function

of the periods of the incoming short waves. Using FUNWAVE, McComb et al. (2009) studied

the IG wave field in Port Geraldton, Western Australia. They found that, once generated

over the reef, refraction, diffraction, and reflection processes allow these IG waves to enter

the harbor. The numerical model was also used to examine the effectiveness of a breakwater

extension to reduce the IG wave energy entering the harbor. Their results suggested an

optimal breakwater length that could reduce the IG wave penetration into the harbor by

∼ 30%.

González-Marco et al. (2008) modeled how a combination of short and long waves affects

the harbor. They found that the harbor is quite efficient in preventing short waves from

entering the harbor, but when the incident short wave trains were superimposed with long

waves, significant IG activity entered the harbor, especially when the wavelength of the long

waves was close to the harbor’s natural modes. Thotagamuwage and Pattiaratchi (2014b)

have used MIKE 21 model to study how the offshore topography influences IG oscillations

in Two Rock Marina, Western Australia, under four different forcing conditions. As the

waves propagated shoreward, the model results along a transect indicated that the short-

wave energy decreased and IG energy increased. They attributed this result to the energy

transfer from the short period to the long period waves.

In a coastal numerical study, List (1992) compared the relative importance between

the bound wave release and the time-varying breakpoint mechanisms. He found that the

amplitude of IG waves generated by the former mechanism are greater than the ones gen-

erated by the latter mechanism. Breaker et al. (2010) used ROMS model to study the

natural oscillations of Monterrey Bay, California. The large model domain, high resolution

grid spacing, and 3 hour long model runs in the study of Thotagamuwage and Pattiaratchi

(2014b), allowed them also to look at the spatial distribution of IG waves at the coast in
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the 25-300 min period band. The solution revealed that most of the IG energy is located at

the primary reef, ∼ 5 km offshore of the marina, distributed along the contour of the reef

parallel to the coast.

In recent years, various studies attempted to learn about the response of coastal zones and

harbors under tsunami forcing. Munger and Cheung (2008) used a nonlinear shallow-water

model to examine the resonant response of the Hawaiian Islands to the 2006 Kuril Islands

tsunami. The model results revealed the resonant coastal modes for O’ahu Island (in the

6-24 min period band), as well as several large scale inter-island oscillations (in the 27-42 min

period band). Cheung et al. (2013) used NEOWAVE (Non-hydrostatic Evolution of Ocean

Waves), a nonlinear shallow-water model that also accounts for weakly dispersive waves and

flow discontinuities (Yamazaki et al. 2009). Under the forcing of the 2011 Tohoku tsunami,

they found some of the resonant coastal modes that Munger and Cheung (2008) have found

earlier for O’ahu Island, as well as inter-island modes in the 33-75 min period band. They also

looked at the response inside and in the vicinity of several Hawaiian Harbors. Roeber et al.

(2010) also used NEOWAVE and identified resonant coastal and shelf oscillations around

Samoa Island, in response to the 2009 Samoa tsunami.

In this study we use the Boussinesq model BOSZ (Roeber and Cheung 2012) to better

understand the spatial variability of IG waves in Hale’iwa Harbor and at the North Shore

coast in the vicinity of the harbor. We will start by presenting results from several sensitivity

tests, and results from additional runs will be presented and validated with some of the

observational data that was presented in Chapter 2.

4.2 Model Description

The numerical model used in this study is called BOSZ, which stands for Boussinesq Ocean

and Surf Zone model (Roeber and Cheung 2012). It is a phase-resolving model that models

the flow of a nearshore wave field over highly irregular bathymetry. The model solves

Boussinesq-type equations expressed in a conserved form in terms of the conserved variables:

H, Hu, and Hv (where H = h + η is the total water depth), instead of η, u, and v. This
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formulation handles non-linear processes, frequency dispersion, and shock-capturing (i.e.,

breaking waves). Discretized into rectangular cells with variables η, u, and v at the center

of each cell, the governing equations are being solved using two methods: (i) finite-volume

scheme: treats discontinuous processes such as wave breaking; and, (ii) finite-difference

scheme: calculates dispersion and source terms. A bottom shear stress that is a function of

the Manning roughness coefficient (n), is used to represent frictional drag with respect to

the surface property of a material. A constant Manning roughness coefficient value is used

in each of the model runs throughout this study. At the open ocean boundaries a ∼50 cell

wide sponge layer is applied in order to damp out short waves that may potentially reflect

from the domain boundaries. The resulting width of the sponge layer at each boundary is

of the order of several hundred meters, which can effectively reduce potential reflection from

outgoing short SS waves, but not long period IG waves.

4.3 Methods

4.3.1 Sensitivity tests

The sensitivity tests are done using simple spectral methods. Power spectral density (PSD)

plots are used to test the sensitivity of the model results to the domain boundaries and run

time. Maps of integrated energy and phase angle are used to show the spatial distribution

of these quantities at the coast within the computational domain, for selected period bands.

These IG period bands are determined based on spectral analysis from observations inside

and outside Hale’iwa Harbor (see Chapter 2 for details). The 1-2 min, 2-4 min, 4-8 min, and

8-17 min period bands are centered on the periods that were observed in all of our sea level

spectra inside the harbor (e.g., see Figs. 2.7, 2.19, and 2.20). The 0.5-1 min period band was

included for completeness, and is not shown here in the sensitivity tests. For a given period

band, the effect of the friction term on the model solutions is quantified by integrating the

spectral energy over small bands of isobaths. The energy density and PSD calculations are

done following the same procedures that were described in Chapter 2, Section 2.4.
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4.3.2 Observations vs. model comparison

Comparisons between the numerical model and observational results are carried out by

generating PSD, coherence amplitude, and coherence phase plots using BOSZ gauge outputs

at selected sites at the coast and inside Hale’iwa Harbor. The PSD and coherence analyses

are done following the same techniques that were described in Chapter 2, Section 2.4.

4.3.3 Hypotheses testing

The hypotheses that were formulated in Chapter 2 are tested here using PSD and coherence

tools, as well as several other methods that are described in this section. A detailed

description of the hypotheses is given in Chapter 2. The PSD and coherence analyses are

done following the same techniques that were described in Chapter 2, Section 2.4.

4.3.3.1 Excitation of Linear Coastal or Harbor Modes (Hypotheses A1, B1, C1,

A2, B2, & C2)

Following the observational analyses of Chapter 2 we identified 3 min (or, potentially ∼6

min) as a possible cutoff between harbor and coastal oscillations. Here, we use BOSZ to

isolate Hale’iwa Harbor from the coastal region, and attempt to determine its normal modes.

In addition, the model results are also used to provide us a look at the spatial distribution

of the modes inside the harbor, something that is not possible to obtain with the limited

number of observations we have. To do that, we use a small computational domain of 3m

x 3m grid resolution that encloses the harbor and a small portion outside the harbor where

the bathymetry is set to a constant value. A TMA directional spectra (Hughes 1984) with

Hsig = 2 m and Tp = 15 sec, is used as an input to the wavemaker. The forcing will be

acting over the domain for an hour, and propagate perpendicular to the outer entrance to the

harbor. Various domain sizes are tested in order to assure us that any oscillations outside the

harbor do not interfere with oscillations that originate from inside the harbor. The model

runs with long and short extensions outside the harbor turned out to yield nearly identical

results inside the harbor, suggesting that the solutions inside the harbor are not affected by
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these short segments outside of the harbor.

BOSZ is also used to look at the IG response of Hale’iwa Harbor and the coast to weak,

moderate, and strong SS forcing, in order to see if it can reproduce some of the observed

response. This, however, only allows us to look at oscillations at periods shorter than 2

hr, since the longest model run time used in this study is four hours. Increasing the model

run time will allow to resolve longer period oscillations, but it will be at the expense of

longer computational time. Taking these factors into account, a four-hour run time limit

was decided following the sensitivity testing stage. In addition, the model domain sizes used

in this study further restrict the validity of the solutions to periods shorter than ∼15-20

min, since the sponge layer is not efficient in attenuating long-waves at the boundaries; as a

result, such long waves may potentially reflect from the boundaries and potentially resonate

at periods that match the normal modes of the rectangular domain.

4.3.3.2 Bound Wave Impacts; Generation of Leaky and Edge Waves (Hypothe-

ses B3, C3, C4, & C5)

To learn about the dynamics of the IG wave field on the North Shore, the dominant type

of IG waves, and the dominant generation mechanisms, under strong SS forcing conditions,

we force a BOSZ domain with strong SS forcing event. Using the model results we generate

maps of energy, coherence amplitude squared (γ2), and coherence phase (φx,y). γ
2 and φx,y

are calculated relative to a fixed reference point inside Hale’iwa Harbor.

In addition, spatial maps of energy flux are used to indicate the magnitude and direction

of energy flow at the coast, in particular IG period bands. Following Sheremet et al. (2002),

the net cross-shore energy flux is calculated using the sea level and cross-shore velocity

data. In a similar way, the net alongshore energy flux is calculated using the sea level and

alongshore velocity data. The resulting two-dimensional energy flux vector (~F ) is:

~F (ξ) = (Fx(ξ), Fy(ξ)) = h

∫ f2

f1

df
(
Co(gη, u), Co(gη, v)

)
, (4.1)

where ξ is the geographical coordinate, h is the water depth, f1 and f2 are the low and high
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frequencies of the IG band of interest, respectively; g is the gravitational acceleration, Co

is the one-sided co-spectral density, η is the sea level elevation, u is the cross-shore velocity

(positive offshore), and v is the alongshore velocity (positive to the left of offshore).

We also separate the cross-shore energy flux into incoming and outgoing components to

identify the portion of incoming flux that is radiated back offshore. Here we again follow

the methods described in Sheremet et al. (2002). The incoming (+) and outgoing (-) energy

fluxes integrated over a given period band (F±), are calculated as follows:

F± =

√
gh

4

∫ f2

f1

df
[
Co(η, η) +

h

g
Co(u, u)± 2

√
h

h
Co(η, u)

]
. (4.2)

The possible existence of IG edge waves is examined using BOSZ gauge data from

carefully designed alongshore arrays (following the methodology described in Davis and

Regier (1977)): one at Mokuleia, where observational data from a cross-shore array is

available, and the other at Pua’ena Point, where the coastline is relatively straight and

the bathymetric contours are relatively parallel to the coast. These alongshore arrays have

a short alongshore extent relative to the the wavelengths of the IG waves of interest. To

increase the spatial resolutions of these arrays, we employ the high resolution statistical

method called the Maximum Likelihood Estimate (MLE), following the methodology that

was described by Oltman-Shay and Guza (1987). The MLE of the variance (Ê) as a function

of wavenumber is:

Ê(ω, k) =

{
n∑

i,j=1

M̂−1
i,j e

ik|yi−yj |

}−1
, (4.3)

with the complex cross-spectral data matrix:

M̂i,j = F {v(x, yi, t)}F∗ {v(x, yj, t)} , (4.4)

where Ê is the MLE of the variance, ω is the radial frequency, k is the wavenumber, F is the

Fourier transform operator and an asterisk denotes its complex conjugate, v is the alongshore

velocity component, x is the distance from shore, and yi is the ith alongshore location. We
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compare the results with curves from the discrete edge wave dispersion relation that was

theoretically derived by Ursell (1952) for a plane beach of slope β:

ω2 = gksin[(2n+ 1)β], (4.5)

with the constraint:

(2n+ 1)β < π/2, (4.6)

where n = 0, 1, .... For a given site, Eq.(4.6) is being used to determine the highest possible

edge wave mode n, given a slope β.

To identify bound waves and free IG waves that were released by bound waves, we look

at the coherence amplitude and phase between the SS envelope and sea level at a given

location. This analysis is done for a cross-shore array that is located at Waialua Bay, very

close to Hale’iwa Harbor, in order to identify whether in the vicinity of the harbor the bound

waves are released as free waves seaward, shoreward, or at, the breakpoint.

To find additional evidence of bound and free waves, a coherence analysis is applied

between the SS sea-level envelope (ηenv) and the sea-level (η), at single locations aligned in

the cross-shore. We use model data from five BOSZ gauges located along a cross-shore line

in Waialua Bay, located about 1.5 km west from the entrance to Hale’iwa Harbor.

4.3.3.3 The Role of Time-Varying, SS-Driven ”Setup” (Hypothesis C6)

To setup hypothesis is tested using BOSZ the same way it was done with observations,

except using high-frequency model output from multiple BOSZ gauges along the cross-shore

line at Waialua Bay. A coherence analysis is applied between different pairs of these BOSZ

gauges, and the possibility of a setup at the coast is examined using the coherence phase

relationships. Due to the limited run time of the model (4 hours), the frequency resolution
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is limited and allows to resolve waves having periods as long as 2 hrs. However, as was

mentioned earlier, the finite size of the domain along the North Shore of O’ahu likely limits

the longest waves to 15-20 min (Munger and Cheung (2008) found the 24 min mode of

oscillation to nearly cover the entire North Shore coast). The above suggest that BOSZ will

allow us to address only a setup mechanism with periods shorter than ∼15-20 min. This

means that here, hypothesis C6 (T < 30 min) can only be partially addressed using BOSZ,

and hypothesis D1 (T > 30 min) cannot be addressed using BOSZ.

4.3.3.4 Large-Scale Modes of the Hawaiian Islands (Hypothesis D2)

This hypotheses cannot be addressed using the model runs in this study due to the restric-

tions mentioned above regarding the model run time and domain sizes used. These will

confine the validity of the solutions to periods shorter than ∼15-20 min.

4.4 Analysis and Results

4.4.1 Sensitivity tests

4.4.1.1 Model setup and input

The numerical model requires the following inputs: (i) bathymetry and topography, (ii)

directional spectra for the wavemaker, and (iii) model parameters. The bathymetry used

in all model runs was synthesized by blending three different datasets of different grid

resolutions. For the offshore region of the domain we used Multibeam Bathymetry dataset

that was obtained from the Hawai’i Mapping Research Group (HMRG) at SOEST. The

nearshore bathymetry dataset was obtained from the Scanning Hydrographic Operational

Airborne Lidar Survey (SHOALS) that was conducted by the USACE on 2000. Although

the Lidar bathymetry covers the bathymetry of Hale’iwa Harbor, the resolution inside the

harbor is poor and the outline of the harbor is inexact. As a result, we obtained a high

resolution bathymetry dataset from a survey done by the USACE on May 2009.
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Unless indicated differently, in all of the following sensitivity test (ST) runs we used a

given directional spectra taken from the peak of the strong 01/23/14 SS forcing event (at

06:55), at site 10 (see Fig. 2.2). The waves in all of these runs are allowed to propagate for 4

hours, and the first 20 min are ignored in order to exclude the time during which the model

spins up until equilibrium has been reached. Hence, we are left with 3 hr 40 min of data to

analyze.

Table 4.1 provides a summary of the specifications of all sensitivity test runs, excluding

the first, preliminary, sensitivity test run (labeled: ST1). The different domains used for all

model runs in this study are seen in Fig. 4.1. The domains with small, intermediate, and large

alongshore extent are also labeled: ST2, ST3, and ST4, respectively (see continuous lines

forming green, blue, and red rectangles in Fig. 4.1). The intermediate & narrow (labeled:

ST5) domain has the same alongshore extent of the intermediate domain, except that it is

shorter in the cross-shore (in Fig. 4.1, continuous lines forming blue rectangle with shorter

cross-shore extent). Within each of these domains in Fig. 4.1 there are dotted lines forming

rectangles, indicating a distance of 50 cells (∼ 350 m for a 7m x 7m grid resolution) from the

respective domain boundaries. For a given domain, the rectangular gap formed between the

continuous and dotted line boundaries represent the region where model results are affected

by the sponge layer. The large domain size is used to test scenarios of strong SS forcing with

very weak (ST6; see Table 4.1) and very strong (ST7; see Table 4.1) friction coefficients,

respectively.

In order to make quantitative comparisons among the outputs from the different model

runs, as well as comparing model results with observations, we also sample the model output

at higher frequencies at particular sites of interest. Hereafter we refer to these as BOSZ gauge

sites. Red circle symbols in Fig. 4.1 indicate BOSZ gauge sites. Red square symbols indicate

sites where observational data was available (sites 1-7, 8a-8c, 9, and 10), and BOSZ gauge

data was also collected (sites 1-7 and 8a-8c).

Figs. 4.2-4.5 provide a closer look on the different regions from Fig. 4.1, showing more

clearly the exact locations where high frequency model output was collected. From west to

169



east, Fig. 4.2 shows the BOSZ gauges along the Mokuleia stretch of coast, Fig. 4.3 shows the

BOSZ gauges in the vicinity of Kaiaka Bay, Fig. 4.4 shows the BOSZ gauges in Waialua Bay,

including Hale’iwa Harbor sites, and Fig. 4.5 shows the BOSZ gauges from Pua’ena Point

eastward. The black square symbols indicate sites where observational data was available

(see Chapter 2 for more details).

4.4.1.2 Effect of varying computational time

In order to obtain good spectral resolution in the infragravity (IG) period bands of greatest

interest (from sea level and currents data, it is the ∼3-8 min period band, according to

Fig. 1.2), the model runs should be as long as possible. However, increasing the computation

time may unintentionally develop artificial long-period oscillations that may potentially be

amplified over time if these match the normal modes of the rectangular computational

domain.

We examine such effects using the sea level model outputs at particular BOSZ gauge sites

inside Hale’iwa Harbor and outside in its vicinity at the coast, and calculate the spectra from

the first hour (1 hr, head), last hour (1 hr, tail), first two hours (2 hr, head), last two hours (2

hr, tail), and the entire record length (3 hr 40 min; excluding first 20 min of the 4 hr runs to

avoid the model spinup time period), and compare them. For the purpose of evaluating the

effects of various domain sizes on the model solution, the above is calculated for the large,

intermediate, small, and intermediate & narrow runs (ST2 - ST5; see Table 4.1). Analysis

of that aspect is examined in subsection 4.4.1.3.

The analyses for the different BOSZ gauges are seen in Fig. 4.6 for site 1, Fig. 4.7 for site

3, Fig. 4.8 for site W14, and Fig. 4.9 for site 7. The five panels in each figure are: (a) the

first hour out of the 3 hr 40 min runs (1 hr, head); (b) the last hour out of the 3 hr 40 min

runs (1 hr, tail); (c) the first two hours out of the 3 hr 40 min runs (2 hr, head); (d) the last

two hours out of the 3 hr 40 min runs (2 hr, tail); and, (e) 3 hr 40 min model runs.

The PSD curves in panels a and b of Figs. 4.6- 4.9 can be used to compare the spectral

content of the heads and tails of the 1 hr model runs. Qualitatively, we see that the main
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spectral features are the same at periods shorter than ∼1-2 min. In the case of the 2 hr

model runs (see panels c and d), we see that the qualitative similarity between the heads and

tails of the datasets is up to slightly longer periods of ∼3-5 min. This results from the fact

that longer time series (2hr vs. 1hr in this case) will always have higher spectral resolution.

The 3 hr 40 min runs (panels e) show that the longer run time indeed improves the spectral

resolution and allows to resolve features up to longer periods. Nevertheless, it should be

kept in mind that modal oscillations around ∼15-20 min and longer are most likely the

result of model artifacts, since the wavelength of these long period waves are potentially on

the order of the domain size, or longer. The model solutions from Munger and Cheung (2008)

support this, showing that the mode structure of the 24 min oscillation has an alongshore

scale greater than our large domain. Following what we have learned from these results we

decided to use the 3 hr 40 min run time for the remaining analyses.

4.4.1.3 Effect of artificial oscillations from the domain boundaries

In all panels of Figs. 4.6-4.9 we see that the PSD curves of the different domain sizes appear to

overlap each other at periods up to several minutes, with several exceptions. One exception is

the PSD curve of the small domain, which tends to deviate from the curves of the remaining

domains in many cases. This is possibly the result of the small alongshore extent that

presents an alongshore limit on long wavelength/period waves. Waves having wavelengths

longer than the alongshore distance between these boundaries will not be strongly amplified.

Another exception arises from the effect of shortening the cross-shore extent, which is seen

by comparing the curves of the intermediate and intermediate & narrow domains. We note

some deviations between the two curves, several spectral peaks that are seen in the curve

of intermediate domain but not in the curve of the other domain. These suggest that the

model results are sensitive to the offshore location of the wavemaker.

We integrate the potential energy in the 1-2, 2-4, 4-8, and 8-17 min period bands and

plot them as two-dimensional maps. The coherence phase (with a reference point located

in the middle basin of the harbor) was averaged over these period bands and also plotted
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as maps. These maps provide a look at the spatial distribution of potential energy and

coherence phase for the cases of model runs having small (ST2), intermediate (ST3), large

(ST4), and intermediate & narrow (ST5) domains.

The spatial distribution and magnitude of the energy in the 1-2 min period band (Fig. 4.10)

is nearly identical in all test runs. We also note that in all of these runs the energy levels

are weakening in the sponge layers near the northeastern and southwestern boundaries. The

corresponding coherence phase in Fig. 4.11 reveals complex patterns that are qualitatively

consistent across all runs. In the inner portion of the domain near Hale’iwa Harbor, only the

intermediate & narrow domain shows minor differences around Kaiaka Bay. Similar results

are obtained for the 2-4 min period band (Figs. 4.12 and 4.13). The larger scale of the

patterns is the result of the longer wavelengths in this period band. There are, however,

various regions where the energy levels of the large domain appear to be smaller than the

ones seen in the smaller domains. One plausible explanation for such an outcome is that in

the smaller domains the smaller alongshore (and cross-shore, in the intermediate & narrow

domain) distance between the boundaries results in less attenuation of reflected wave energy

at the inner portions of the domain. The result is higher energy levels at particular locations

within the inner portion of the domain. In the 4-8 min (Figs. 4.14 and 4.15), and 8-17 min

(Figs. 4.16 and 4.17) period band cases, the larger scale energy patterns and corresponding

coherence phases are qualitatively similar for all domain sizes, except the weaker energy levels

in Waialua Bay in the small domain (see Fig. 4.16c), and higher energy levels in Kaiaka Bay

in the intermediate & narrow domain (see Fig. 4.16d).

The analyses of these maps suggest that, overall, the potential energies and corresponding

coherence phases are qualitatively consistent across all domains. This is seen for all four

period bands in question here. Nevertheless, the smaller sizes of the intermediate, small,

and intermediate & narrow domains, appear to be affecting the energy levels at the coastal

regions near Hale’iwa Harbor (Waialua Bay and Kaiaka Bay). Furthermore, the energy

levels near the northeastern and southwestern sides of all domains are greatly affected by

the sponge layers. Naturally, the inner region of the coastal domain in the vicinity of Hale’iwa
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Harbor is least affected by these sponge layers in the large domain. All of these results point

to the large domain as the best candidate for further numerical model analyses.

4.4.1.4 Sensitivity to variation of the friction coefficient

In the following analysis the large domain is used with a Manning friction coefficient that is

typical for the coral-reef/rock bottom in the Hawaiian Islands. Two additional model runs

are carried out using the large domain, except with different Manning friction coefficients in

order to test sensitivity of the model solutions to friction.

In Fig. 4.18 we have three panels showing the spatial distribution of potential energy in

the 1-2 min period band for the cases of: (a) low friction (n = 0.01, ST6); (b) typical friction

(n = 0.035, ST4); and, (c) high friction (n = 0.1, ST7) scenarios. For each of these scenarios

of friction coefficients, the bottom right panel shows the potential energy integrated along

the coast between adjacent isobaths separated by 1 m. What we will be referring hereafter as

a ”typical” Manning roughness coefficient (n = 0.035) was obtained by Bretschneider et al.

(1986) who measured wind profiles over lava and coral reef surface types that are covered with

vegetation. This Manning roughness coefficient value was used and found to yield realistic

results in other studies in the Hawaiian Islands (e.g., Roeber and Cheung (2012)). Setting

the friction to a very low value clearly adds a lot of energy at the coast, but the spatial

distribution of energy at the coast have barely changed compared to the typical friction case

(compare panels a and b). A similar comparison can be done between the typical and high

friction cases (panels b and c, respectively). The energy levels in the strong friction case are

very low, making it difficult to make a good comparison, but still many of the main features

seen in the typical friction case can be identified in the high friction case. Comparing it with

the maps of the 2-4 min (Fig. 4.19), 4-8 min (Fig. 4.20), and 8-17 min (Fig. 4.21) period

bands, we arrive at the same conclusions.

The plots of energy vs. depth in Figs. 4.18-4.21 (bottom right panels) provide a quanti-

tative way to compare the effect of friction in the cross-shore. In the 1-2 and 2-4 min period

bands (bottom right panel in Figs. 4.18 and 4.19, respectively) we see that the energy levels
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with low and typical friction cases are very similar at all depths (compare black and blue

curves). Differences in energy levels are seen in the high friction case near the coast and

offshore (in Figs. 4.18 and 4.19, compare red curve to remaining curves). In the 4-8 min

band (bottom right panel in Fig. 4.20), the energy vs. depth is weaker for all friction cases,

but the relative differences between them did not change significantly. One exception is the

energy level of the low friction case around 35 m depth, as it is the same as the level in the

2-4 min case. In the 8-17 min case (bottom right panel in Fig. 4.21), the energy level of the

low friction case has increased offshore of the reef, between depths of ∼ 30 − 60 m. This

increase in energy is likely the result of the great amount of energy that is reflected at the

coastline and radiated back offshore via the channels, especially through the channel offshore

of Hale’iwa Harbor (as will be shown using energy flux analyses in subsection 4.4.3.2). For

the typical and high friction cases, the energy levels in this period band have lowered, likely

since the higher friction limits the offshore flow via the channels. Closest to the coast, a

comparison of the different period bands shows that the relative energy levels among the

three friction cases remains nearly constant at depths shallower than ∼5 m.

4.4.2 Observations vs. model vs. comparison

4.4.2.1 Model setup and input

The sensitivity test results show that the best choice for the domain is the large one (ST4), as

its boundaries are far enough from the middle part of the domain, therefore barely affecting

the model solution in the vicinity of Hale’iwa Harbor. Nevertheless, at a relatively late stage

of this study the importance of the observations from Mokuleia stretch of coast became more

apparent, which eventually led us to slightly increase the large domain in order to include

alongshore and cross-shore arrays of BOSZ gauges that overlap with the three observation

sites at Mokuleia. This new domain is a westward-shifted version of the large domain and

is longer in the alongshore and cross-shore directions. This is the purple domain seen in

Fig. 4.1, and it will be used in the remainder of the analyses in this chapter, unless specified

otherwise. Hereafter, it will be referred to as the largest domain. When compared to the
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sensitivity test results of the small, intermediate, large, and intermediate & narrow domains

(not shown here), results from the largest domain were found to be most consistent with the

ones of the large domain. In the following comparison of observations and model data, we

use the directional spectra of the strong 01/23/14 SS event that was obtained from CDIP’s

Waimea Buoy (site 10 in Fig. 2.2), and is being applied as an input to the wavemaker. A

7m x 7m resolution computational grid is being used in the following comparisons.

4.4.2.2 Comparison with observations

Several comparisons are made between the model output data and observations, at several

sites. This step is very important as it is used to calibrate and validate the model results

with respect to the observations.

To calibrate the model results we selected several sites where observations were available

and compared the PSD levels of the observed sea level (η) data with the corresponding

model data for the three scenarios of friction coefficients (low, typical, and high). Under

very strong SS conditions, Figs. 4.22 and 4.23 show such comparison for observational sites

3 and 4 inside the harbor. Aside from the clear difference seen between the spectral levels

of the curves under low (n = 0.01), typical (n = 0.035), and high (n = 0.1) friction (n

is the Manning roughness coefficient), we note that the best qualitative overlap between

observations (green curve) and the model PSDs is obtained for the case of typical friction

(blue curve, n = 0.035). The same comparison at site 7 on the coast is seen in Fig. 4.24.

Here it appears as if the PSD of the typical (n = 0.035) and strong (n = 0.1) friction cases

could be used to represent the observed PSD levels, but a closer look at the PSDs suggests

that the general trend in the case of typical friction with n = 0.035 is more similar to the

observed PSD.

The above comparisons show that running the BOSZ model with a Manning roughness

coefficient of n = 0.035 reproduced spectral levels that are comparable to the ones observed

in the harbor and at the coast (although at the coast there appears to be some model over-

prediction). We therefore use a Manning roughness coefficient value of n = 0.035 for the
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remainder of the analysis in this chapter.

We now compare the model (with n = 0.035) and observed spectra of η at various

observational sites to see whether the model is capable of reproducing the spectral details

that we observe. A comparison of the model and observed PSDs of η at sites 1, 2, 4, 5,

6, and 7, during strong SS events, is seen in Fig. 4.25. Inside the harbor (panels a-d), the

model seems to capture the main spectral structure of the observed spectra, especially at

sites 2, 4, and 5 (except for some over-prediction at site 5). At the coast (panels e, f), the

model is successful in reproducing the main spectral peak of the SS forcing (i.e., around 15

sec), and the general spectral levels are in good agreement (except for some over-prediction

at site 7). At IG periods at the coast, both the observed and modeled spectra appear to

be noisy and contain features that are mostly statistically insignificant. Overall, the model

tends to slightly over-predict the spectra levels, with greatest discrepancies seen at sites 5

and 7.

A coherence analysis was carried out between sea level (η) datasets of several pairs of

sites. In Fig. 4.26 we see the coherence amplitude and coherence phase inside the harbor for

the pairs of sites 1 vs. 2 (panels a and b), and 1 vs. 4 (panels c and d). In both cases, the

model captures very well the observed peaks and valleys in coherence amplitude. From long

to short periods, it also captures very well the initial phase change in the observed coherence

phase (around a period of 4-5 min). The subsequent phase changes in the model follow the

trends seen in the observations. In Fig. 4.27 we see very good agreement between the model

and observed coherence for sites 1 vs. 5. The agreement appears to deteriorate as we look

at the coherence between harbor site 1 and coastal site 6 (Fig. 4.27), likely because of the

greater distance between the two sites.

4.4.3 Hypotheses testing

In this section, BOSZ is used to address the hypotheses from Chapter 2, in order to clarify

and improve on the results that were obtained using observations. The model setup and
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input used here are the same as the ones from the previous section (comparisons of model

vs. observations).

4.4.3.1 Excitation of Linear Coastal or Harbor Modes (Hypotheses A1, B1, C1,

A2, B2, & C2)

The observational results of Chapter 2 provided evidence that Hale’iwa Harbor and the coast

have their own sets of normal modes, and the approximate period of ∼3 min (or, potentially

∼6 min) likely separating the two systems. In this section, we use BOSZ to further explore

these observational results by isolating the domain of the harbor from the coast, and force

it in an attempt to excite and identify the normal modes of the harbor. We also use the

model to provide a look at the spatial distribution of the modes inside the harbor. Using

sea level model output we look at the spatial distribution of the potential energy (Eη,η),

coherence amplitude squared (γ2), and coherence phase (φη,ηr , where the subscript ”r” refers

to a reference point), and search for any signatures of standing oscillations inside the harbor.

We identify a mode structure by looking for regions of sharp transitions between high and

low Eη,η and/or γ2, accompanied by sharp 180◦ transitions in the corresponding φη,ηr .

We isolate a small domain that contains Hale’iwa Harbor and a small portion outside

the harbor (extending ∼300 m north of the harbor’s outer entrance, in order to allow proper

setting to the wavemaker), and force it with a TMA wave spectrum having Hsig = 2 m, and

Tp = 15 s, and arriving from straight north, perpendicular to the harbor entrance (run R7

in Table 4.1). In Fig. 4.28 we see maps of energy, coherence amplitude squared (γ2), and

coherence phase (φη,ηr), in the 0.5-1, 1-2, 2-4, 4-8, and 8-17 min period bands. A complex

structure of modes consisting of nodes and antinodes is clearly seen at periods shorter than

4 minutes. We identify a node where γ2 is near zero, and the corresponding values of φη,ηr

jump by 180◦. In the 4-8 min period band, nearly the entire harbor (inner and middle basins,

and part of the outer basin) is in phase and it seems like there is a relatively sharp 180◦

change in φη,ηr around the middle of the outer basin. At this location, γ2 also has a relatively
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strong minimum suggesting that there may be a node in that basin. In the 8-17 min period

band, the harbor appears to be highly coherent with the region outside the harbor, and the

phase is uniform all across the domain. This suggests that there are no harbor modes in this

period band. These numerical modeling results seen in Fig. 4.28 lead to the conclusion that

the gravest mode of Hale’iwa Harbor potentially lies within the 4-8 min period band. The

spatial structure of this gravest harbor mode is the one of a quarter-wave Helmholtz mode,

where the node (that would normally be found at the entrance of a harbor of simple shape)

occupies much of the outer basin of the harbor. This grave harbor mode is followed by a

three-quarter wave rocking mode in the 2-4 min period band. In the observational study

(Chapter 2), the PSDs inside the harbor (e.g., Fig. 2.9), and the coherence analysis between

a site inside the harbor and another one at the coast (e.g., Fig. 2.23), provided evidence

that the gravest mode of the harbor is likely around 3 min. However, the coherence analysis

between observations at two sites inside the harbor (sites 1 vs. 5 in Fig. 2.41) suggested that

the gravest mode of the harbor could potentially be around ∼6 min, in agreement with the

present numerical modeling result of Fig. 4.28 that reveals a harbor mode in the 4-8 min

period band.

It is possible to obtain a crude estimate of the gravest mode of a basin with dimensions

similar to the ones of Hale’iwa Harbor. If we consider that the harbor is a rectangular

basin of constant depth, we can estimate the period of the gravest mode using the following

analytical expression (Rabinovich 2009):

Tn,m =
2√

gH

[(
n
Lx

)2
+
(
m
Ly

)2] , (4.7)

where g is the gravitational acceleration, H is a constant water depth, Lx, Ly are the lengths

of the basin in the x and y directions, respectively, and n,m = 0, 1, 2, 3 . . .. Using Eq.(4.7)

with a constant water depth of h = 4m, Lx = 250m, Ly = 450m, and setting n,m = 0, 1

to obtain the gravest mode of oscillation, we obtain T0,1 = 144 sec, which is much shorter

than the potentially ∼6 min mode. One problem with Eq.(4.7) is that it does not take into
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account the fact that the harbor is not an entirely closed basin, it is open on the ocean side.

We therefore try another estimate where we assume that the harbor is a long and narrow

open-ended channel. An analytical expression for this case is (Rabinovich 2009):

Tn =
4L

(2n+ 1)
√
gH

, (4.8)

where L is the length of the channel. Using Eq.(4.8) with a constant water depth of h = 4m,

we obtain for the gravest mode T0 = 287 sec, for a channel length of L = 450m, and

T0 = 319 sec, for a channel length of L = 500m. These estimated grave mode periods are

within the 4-8 min band and are consistent with the mode that was observed around ∼6 min.

We would also like to address whether BOSZ is able to reproduce the spectral content

and relative spectral levels that we observe inside and outside Hale’iwa Harbor under weak,

moderate, and strong SS forcing conditions (e.g., Fig. 2.7). In Fig. 4.29 we see such

a comparison inside and outside the harbor, using results from 4-hour long model runs

(generated by forcing the largest domain) that were forced with weak (03/28/14, blue

curves), moderate (12/22/13, green curves), and strong (01/23/14, red curve) SS events.

Inside Hale’iwa Harbor, we see that the model is able to capture the main observed spectral

peaks (e.g., 6 min, ∼1.5-2 min, and ∼1 min), with remarkably similar spectral levels under

all three SS forcing scenarios. Outside the harbor, the model agrees with the observations

as it shows lack of spectral peaks; however, under strong SS forcing conditions the model

overestimates the spectral levels by a factor of ∼2-4, suggesting that at these greater depths

of the reef, slightly different friction parameter values should be used. Both inside and outside

the harbor the relative spectral levels of the model under weak, moderate, and strong SS

forcing, are in good agreement with the observations.

Results from the above auto- and cross-spectral analyses, provided evidence that Hale’iwa

Harbor has its own set of normal modes that are independent of the coast. We find that

the gravest (quarter wave) harbor mode potentially lies in the 4-8 min period band, a result
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that is also supported by an observational result inside the harbor that points out to the ∼6

min as potentially being the band where the gravest harbor mode lies.

Forcing the model with weak, moderate, and strong SS forcing conditions at a site inside

the harbor and another site outside, resulted in relative spectral levels that are very similar

to the observed ones, with a slight tendency of the model to over-predict. Inside the harbor,

the model was able to capture all of the dominant spectral peaks that were observed. At the

coast, the spectra generated by the model appears to be noisy and it does not reveal any

statistically significant features. This result is also consistent with the observations.

4.4.3.2 Bound Wave Impacts; Generation of Leaky and Edge Waves (Hypothe-

ses B3, C3, C4, & C5)

The observations used in the analyses of Chapter 2 were obtained from a small number of

sites and from locations that are not ideal for the purpose of fully addressing the hypotheses

in this study. In this section, we use numerical model results of BOSZ to generate energy and

coherence maps of our North Shore domain, in order to improve our understanding of the

IG generation mechanisms, the IG wave dynamics, and the types of IG waves that dominate

in this coastal region. The potential energy and coherence analyses will allow us to identify

spatial patterns in different IG period bands. Maps of net energy flux will help us determine

the direction and magnitude of energy flow at the coast and inside the harbor. Breaking

down the energy flux into the incoming and outgoing components will help us identify regions

over the reef where reflection is strong. Applying the Maximum Likelihood Estimate (MLE)

method to two different alongshore arrays along the coast we also try to obtain evidence

for the existence of edge waves. If the MLE in a certain region provides weak evidence for

the existence of edge waves, and the energy flux indicates a net flow that is predominantly

perpendicular to the coast and is also reflective, it would suggest that the free IG wave field

may be predominantly in the form of leaky waves.

In the following analyses, the largest model domain is being forced with observed direc-
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tional spectra of the strong SS forcing event from 01/23/14 (R2 in Table 4.1). Results from

additional SS events representing weak, moderate, and strong forcing, are shown towards

the end of this section. The details of all model runs are summarized in Table 4.1. The

directional spectra of the different SS forcing events are plotted in Fig. 4.30 (see panels

a, b, c). The outputs from these model runs are being used to generate plots of energy

(potential, Eη,η, and total, Etot), coherence amplitude squared (γ2), coherence phase (relative

to a reference point, φη,ηr) and energy fluxes (net, ~F , and incoming/outgoing F±). After

examining several possible reference points for the coherence analysis (two inside and one

outside Hale’iwa Harbor), we chose our reference point to be inside the harbor, in the middle

of the main basin, away from nodes. The exact location of the reference point is indicated

with a gray circle on all γ2 and φη,ηr plots.

In Fig. 4.31 we see Eη,η, γ
2, and φη,ηr , in the 5-30 sec SS period band. The greatest

energy is found offshore and it rapidly dissipates as these short waves shoal and break. Due

to the very short wavelengths in this period band, the corresponding γ2 and φη,ηr do not

reveal any interesting relationships. φη,ηr is simply showing a pattern of propagating waves.

Fig. 4.32 shows Eη,η, γ
2 and φη,ηr , in the 0.5-1 min period band. An interesting feature

that can be identified in Eη,η is a sharp band of minimum energy that stretches along the

entire coastline, but is more clearly seen along the Mokuleia stretch of coast (west of Kaiaka

Bay). In the cross-shore direction it is bounded by a narrow energy maximum on the land

side and in the offshore it is followed by several energy highs and lows. This alternating

pattern appears to extend several hundred meters offshore (see φη,ηr in Fig. 4.32).

The same plot for the 1-2 min period band is seen in Fig. 4.33. Here we also see the same

pattern of highs and lows, extending away from the coast all the way to where the slope of

the bathymetry increases drastically, ∼1 km from the coast (see Fig. 2.46). The pattern is

most apparent in Pua’ena Point region, the corner just north of Hale’iwa Harbor.

One possible explanation for these alternating cross-shore patterns is that these are low-

mode edge waves, since these have a maximum in sea level at the coast, as can be seen here

in Eη,η. Another possibility is that there is a strong reflection of IG waves at the coast,
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creating standing wave patterns in the cross-shore. This can be generated by leaky waves,

as these are known to be reflected back offshore but are not trapped to a cross-shore band

along the coastline as edge waves. Looking at the plot of γ2, around Hale’iwa Harbor we

see an alternating pattern of highs and lows with an alongshore symmetry. The signal is

strongest inside the harbor since the reference point for the coherence analyses was chosen

to be in the middle basin. Looking at φη,ηr , we see that the alongshore symmetry extends

along the entire coastline in the domain. We also note that the lows that appear in Eη,η and

γ2 inside and outside the harbor coincide with rapid ∼ 180◦ changes in φη,ηr , suggesting that

these regions are most likely the nodes of standing IG waves. We also see that the rapid

∼ 180◦ change in φη,ηr appears along the coastline at a distance from shore that matches the

long band of Eη,η minimum near the coast, supporting our belief that it is part of a modal

structure.

Very similar conclusions can be drawn from the corresponding plots of the 2-4 min period

band (see Fig. 4.34), except that the cross-shore scale of these alongshore features of highs

and lows is larger, since the wavelengths in this period band are longer.

The same results for the 4-8 min period band show much larger scale features (see

Fig. 4.35), and the highs in Eη,η are now broader (in the offshore direction) at the coast,

and there is only one more low in Eη,η between the coastal high and another high at the

fore-reef zone. γ2, and φη,ηr also show that a large section of the coast is coherent and in

phase, extending from the channel outside Kaiaka Bay to slightly up the coast from Pua’ena

Point. At these two boundaries there is a rapid ∼ 180◦ phase change.

In the 8-17 min band (see Fig. 4.36) we see high levels of Eη,η at the coast, that gradually

decrease going offshore. γ2 and φη,ηr also reveal an interesting large-scale modal structure,

with two clear nodes that are located at the channel offshore of Mokuleia, and the channel

just west of Kaiaka Bay. Eη,η and γ2 at these channels reach minimal values, and φη,ηr

changes rapidly by ∼ 180◦, an indication of nodes.

To get a more detailed look on what happens inside Hale’iwa Harbor and whether the

IG oscillations are connected to the coast at the short period bands: 0.5-1, 1-2, and 2-4
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min, we generated zoomed-in versions of the above plots. Fig. 4.37 is such a plot for the

0.5-1 min period band. Right outside the harbor we see a complex pattern of nodes and

antinodes with an alongshore symmetry. A similar pattern can be seen in the 1-2 min period

band, in Fig. 4.38. The node at the outer basin of the harbor (between the ends of the two

breakwaters), and the one just south of the inner harbor entrance, appear to be extensions

of nodes that stretch along the coast outside the harbor. This innermost node also extends

to the eastern basin of the harbor where Anahulu River empties into the ocean.

For the 2-4 min period band, Fig. 4.39 (bottom two panels) reveals a clear node right

at the inner-most part of the harbor (southernmost corner), at the exact same location

where we found it in the harbor mode analysis in subsection 4.4.3.1 (see second column in

Fig. 4.28). The middle panel of Fig. 4.39 also shows that γ2 has minimal values outside the

harbor, suggesting that this mode is purely a harbor mode.

In Figs. 4.37-4.39 we see that the energy right outside the harbor (on the seaward part of

the breakwater) is higher than the energy anywhere inside the harbor. Furthermore, we see

that right outside the harbor γ2 has minimal levels in the 0.5-1 min period band (Fig. 4.37),

and 2-4 min period band (Fig. 4.39). However, in the 1-2 min period band (Fig. 4.38), γ2

remain relatively high at ∼0.4-0.5. Since the energy in the 1-2 min period band is so much

higher outside than inside the harbor, and γ2 implies that ∼ 50 − 60% of the variance is

explained by a different source than the one inside the harbor, we believe that the harbor

and the coast may have modes in this period band that are independent of each other but

are centered on very similar periods, and the coastal mode oscillations are overwhelming the

ones of the harbor.

We further looked into that possibility and plotted γ2 using different reference points:

two inside the harbor, and one outside. The results are seen in Fig. 4.40. The middle panel

of this Figure is the same one as the middle panel of Fig. 4.38. The top panel of Fig. 4.40

has a reference point just outside the harbor, adjacent to the main breakwater. Here, γ2 has

dropped from 1 at the reference point to %50 or less everywhere inside the harbor. When

the reference point is further down inside the harbor (bottom panel of Fig. 4.40), γ2 outside
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the harbor is 0.4 or less. These results suggest that there is some connection between the

harbor and the coast in the 1-2 min period band, but the reduced levels of variance explained

could result from a partial coupling between a harbor and a coastal mode that have slightly

different periods in the 1-2 min band. These results are relevant for the hypotheses in the

previous subsection.

In the observational study we looked at the coherence amplitude and phase, amplification,

and gain between harbor site 1 and coastal site 6 (see Fig. 2.23 in Chapter 2). The

amplification shows that the harbor dominates the coastal oscillations near the 90 sec period.

The cross-spectral gain between the two sites near the 90 sec period, suggests that there is

some relationship between the signal at the coast and inside the harbor, but the gain is less

than 1, meaning that there is something else that causes these two systems to be only partially

coupled. One thing, however, that we need to keep in mind here, is that site 6 is located quite

far offshore from the reference point outside the harbor, at a site where oscillations at the 90

sec period appear to be non-modal under such strong SS forcing conditions (see Chapter 2,

Figs. 2.25 and 2.26). This means that the greater amplification that is observed inside the

harbor is not in conflict with our assumption (following the model results described above)

that the 90 sec mode inside the harbor is dominated by a corresponding mode outside the

harbor.

Since we had available sea level observations from a cross-shore array at Mokuleia during

the winter swell season of 2007/2008, we ran BOSZ model for the case of the strong SS

forcing event on 01/13/08 (R6; see Table 4.1), and looked at the integrated potential energy

in a line passing through this array. This was done for each IG period band and was plotted

vs. distance from shore. We then overlayed the corresponding observed energies from the

sensors at 2m, 6m, and 12m (sites 8c, 8b, and 8a, respectively). The result is seen in Fig. 4.41,

where the cross-shore energy variation is calculated for 21 different lines separated in the

alongshore by ∼ 11 m, spanning ∼ 220 m in the alongshore. The thicker black line is the

average of all lines. As seen from the different curves in this figure, there is some alongshore

variation of the energy in the short period bands, and a smaller alongshore variation in the
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longer period bands. The reason for that is likely that the shorter period band waves have

shorter wavelengths, and are therefore affected by local bathymetric variation, whereas the

large-scale waves of the long period bands result in a more uniform distribution of energy at

the coast (e.g., compare Eη,η in Figs. 4.33 and 4.36). These results reveal good agreement

between the model and observations for the 0.5-1 min, 4-8 min, and 8-17 min bands, and

partial agreement for the 2-4 min band. The worst agreement is obtained for the 1-2 min

band. The choice of the shoreline for calculating the energy using model datasets was

subjective, which could result in a shoreward or offshore shift of the energy curves.

We now look at the total energy (potential + kinetic) along the coast, in order to see

whether or not the cross-shore patterns of highs and lows in the potential energy disappear

once we account for the energy contribution from the horizontal velocity components u and

v. Fig 4.42 shows the results for the (a) 5-30 sec; (b) 0.5-1 min; (c) 1-2 min; (d) 2-4 min; (e)

4-8 min; and, (f) 8-17 min period bands, using the model output from run R2 (the largest

domain). For the most part, the high and low patterns indeed seem to disappear once we

add the kinetic energy to the potential energy, meaning that this could potentially indicate

a signature of standing waves. Such oscillations were observed by (Péquignet et al. 2009)

during a fringing reef study. Nevertheless, in the 0.5-1, 1-2, and 2-4 min period bands we can

still see the some of the patterns of highs and lows, except that these were also smoothed

out and appear to be weaker than the ones seen on the potential energy plots.

As was previously mentioned, these standing wave patterns could be generated by: (i)

edge waves that are trapped between the shoreline and the edge of the fore-reef, (ii) leaky

waves, or, a combination of these two types of waves.

At the long period bands, 4-8 min and 8-17 min (and in the 2-4 min band to some

extent), in the channel outside of Hale’iwa Harbor, we observe a striking large-scale feature

that extends several kilometers offshore from the channel. A similar tendency for such a

response can be also identified in the adjacent channel to the west. At first, we suspected

that this large-scale feature is a result of statistical noise, since the frequency resolution

decreases going from the higher to lower frequency bands. However, the shape of that
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feature resembles the structure of a turbulent flow. Since we use an exceptionally large SS

forcing event for this model run, we believe that some of the IG energy that was generated

at the coast propagated offshore as rip currents through the channels, extending offshore,

where we see features that resemble small eddies. The results from this study are insufficient

to test and validate this hypothesis, and additional research would be required to adequately

address it.

Another important quantity that we examine is the energy flux in the SS band and the

different IG period bands. In Fig. 4.43 we see the energy flux in the (a) 5-30 sec; (b) 0.5-1

min; (c) 1-2 min; (d) 2-4 min; (e) 4-8 min; and, (f) 8-17 min period bands, using the model

output from run R2. In the SS band (panel a), we see that the energy flux is greatest offshore

and decreases over a very short distance on the fore-reef (located ∼ 1−1.5 km offshore). The

energy flux in the 0.5-1, 1-2, and 2-4 min period bands also appears to be strongly affected

by the sharp bathymetry gradient at the fore-reef. This strong contrast between the spatial

distribution of energy flux in the SS and IG bands is not surprising, since most coastal IG

wave generation takes place in the region where the SS waves shoal and break. Since this

particular SS event was very large, SS wave breaking is expected to take place relatively far

offshore on the reef.

Along the coastal section that extends upcoast from Pua’ena Point, the offshore flow of

energy flux becomes more parallel to the coast as we go from shorter to longer period bands.

West from Hale’iwa Harbor towards Mokuleia, the energy flux is oriented more perpendicular

to the coast, and west from Mokuleia the flow is predominantly parallel to the coast in all

IG periods bands, mainly since the SS arrives at an angle of ∼ 45◦ relative to that stretch of

coast. The length and magnitude of the arrows also indicate that overall, the flow of energy

flux over the reef is greatest in the 0.5-1 and 1-2 min period bands.

In the 8-17 min period band (and to a lesser extent, in the 4-8 min band) we notice that

offshore of the reef there are strong energy fluxes that point in different directions. A quick

comparison with the total energy shows that these appear in the region of the turbulent flow

that was described earlier. Away from the coast, in the channel offshore of Hale’iwa Harbor,
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there are arrows pointing in the offshore direction, supporting our hypothesis that these are

strong rip currents.

Fig. 4.44 provides a detailed look at the region of Hale’iwa Harbor and its immediate

vicinity. The energy flux in the SS band is strong within the channel offshore of Hale’iwa

Harbor, and dies outside of that channel. For all IG period bands, the energy flux on the

reef seems to be strongest in the channel. Inside the harbor, the energy flux is minimal at

periods shorter than 2 min, and increases at the longer IG period bands. Only in the 4-8

and 8-17 min bands the energy flux appears to be significant in the inner basin (relative to

the energy flux outside the harbor). In these bands a return flow is also seen in the southern

extension of the harbor.

In a similar study of a harbor, Guedes et al. (2015) used observations from two cross-shore

sections of the reef outside the harbor and found that the energy flux at periods shorter than

1 min was always greater than the energy flux at periods longer than 1 min, except for a

small region very close to shore. In Fig. 4.44, the energy flux outside the harbor in the 0.5-1

min band seems to be weaker than the energy flux in the 1-2 min band. In fact, in Fig. 4.43

we see that this is not the case everywhere along the coast, as there are regions like Pua’ena

Point and Mokuleia where the opposite is the case. Further study would be required in order

to determine the reason for such differences along the coast.

Another thing that we see here is related to an earlier result from this section, where we

found evidence that points to the possibility of independent coastal and harbor modes in

the 1-2 min period band, with the coastal mode being much more energetic than the harbor

mode (e.g., Fig. 4.38). Here in Fig. 4.44 we see that at the coast in the vicinity of the harbor,

the strongest energy flux lies in the 1-2 min period band, supporting the possibility that a

coastal mode in this period band will overwhelm a harbor mode having a similar period.

To obtain a better idea of how much of the incoming energy flux is radiated offshore,

we plot the incoming and outgoing energy fluxes at Mokuleia site, for each of the IG period

bands (Fig. 4.45). We immediately see that the outgoing flux is small in the short period

bands, and increases going to the longer period bands. For the 8-17 min period band nearly
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all incoming flux is radiated back offshore. At a fixed point, these results are consistent with

a study on a reef done by Péquignet et al. (2014). The same analysis was applied to Pua’ena

Point site, as can be seen in Fig. 4.46. Qualitatively, the results here are the same with the

longer period IG waves being more reflective than the shorter period waves.

These results suggest that for the short period bands (say, T<4 min) the divergence of

energy flux within the surf zone is mostly dissipated by friction on the reef, with very little

reflection (Fig. 4.43). For the long period bands (say, T>4 min), the opposite appears to be

true, as friction seems to play an insignificant role and reflection is very high. It is important,

however, to keep in mind that this analysis is based on the assumption that the incoming

wave field propagates perpendicular to shore. In reality, of course, the incoming SS wave

field does not approach all parts of the coast exactly perpendicular; a SS event arriving from

∼ 315◦ will be propagating approximately perpendicular to the stretch of coast extending

from Kaiaka Bay to Waimea Bay (and includes Hale’iwa Harbor), but at an oblique angle

of ∼ 45◦ from the line perpendicular to Mokuleia stretch of coast (although the the energy

flux in the vicinity of Mokuleia stretch of coast approaches the shore at a slightly more

perpendicular angle).

An interesting thing we noted in nearly all the numerical modeling plots is high frequency

patterns of alternating highs and lows at certain regions near the coast. This is most strongly

seen in the close-up plots of Eη,η and γ2: Fig. 4.37- 4.39. The wavelengths of these oscillations

have the same dimensions in all of the IG period bands examined in this study (the separation

distance is on the order of tens of meters). Panel a of Fig 4.42 also reveals the regions of

strongest SS energy near the coast, and these in fact match the locations where we see these

high-frequency patterns. Following these results we feel confident that these high-frequency

oscillations are the result of numerical noise. The energy levels of these high-frequency

patterns decrease in the longer period bands (the corresponding close-up figures for the 4-8

min and 8-17 min bands are not shown here, but are consistent with the findings described

here). This type of numerical noise is possibly common in swell-driven gravity wave models,

as it was seen in other studies using a different numerical model (McComb et al. 2009;
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Johnson et al. 2011).

To look for edge wave signatures, we use BOSZ gauges from alongshore arrays at Mokuleia

and Pua’ena point (see Figs. 4.2 and 4.5), and employ the MLE method. The results

are presented in two dimensional frequency-wavenumber PSD plots. Fig. 4.47 shows the

results using the alongshore and cross-shore velocity components at the Mokuleia alongshore

array site, and Fig. 4.48 shows the same using the alongshore array site in Pua’ena Point.

Theoretical dispersion curves of several modes for the case of a plane beach slope (calculated

using Eq.(4.5)), are superimposed with their corresponding mode numbers labeled on each

of these plots. Using estimated slopes values of 0.0138 and 0.0125 for Mokuleia and Pua’ena

Point sites, respectively, and plugging them into Eq.(4.6), we also estimate that the highest

possible edge wave modes are: n = 55 for Mokuleia site, and n = 61 for Pua’ena Point

site. However, it is not plausible to observe such high mode numbers. For the Mokuleia

case, we note that the greatest PSD levels of the alongshore velocity component (Fig. 4.47a)

are concentrated at high mode numbers. A similar result is seen in the PSD plot of the

cross-shore velocity component (Fig. 4.47b). For the Pua’ena Point case, we note that the

greatest PSD levels of the alongshore velocity component are concentrated near low modes

(Fig. 4.48a), and the PSD levels of the cross-shore velocity component are concentrated at

high mode numbers (Fig. 4.48b), as was seen in the Mokuleia site.

Qualitatively, the PSD levels of the cross-shore and alongshore velocity components at

Pua’ena Point site are quite similar to the results obtained by Oltman-Shay and Guza (1987).

That is, however, not the case in the Mokuleia site. Observations by Oltman-Shay and Guza

(1987) showed that the variance of the alongshore velocity component was in good agreement

with the low-mode edge wave dispersion curves, and the variance of the cross-shore velocity

component showed good agreement with the dispersion curves of high-mode edge waves (or,

leaky waves). The cross-shore bathymetry profiles at Mokuleia and Pua’ena Point sites are

qualitatively similar (see Fig. 4.49a,b), with slightly greater alongshore variation and milder

slope at Pua’ena Point site; however, the coastlines in our study are not quite straight as
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the ones in the study of Oltman-Shay and Guza (1987).

In the energy flux analysis (Fig. 4.43) we saw that although the flow over much of the

reef in the domain is in the cross-shore direction, there are some regions where the flow

has a significant alongshore component. Although the alongshore component of energy flux

appears to be quite strong around Mokuleia site in the 0.5∼8 min period band, the frequency-

wavenumber analysis did not reveal the signature of low-mode edge-waves. At Pua’ena Point

site, the energy flux maps indicate an alongshore component of energy flux in the 1∼8 min

period band; however, the greatest PSD levels in the frequency-wavenumber MLE analysis

are found in the ∼ 45 − 60 sec band, although significant PSD levels are clearly seen at

periods as long as ∼ 2 min.

A coherence analysis between the SS sea-level envelope (ηenv) and sea-level (η) at a

relatively close distance from Hale’iwa Harbor, is applied to model data from five BOSZ

gauges located at Waialua Bay along a cross-shore line formed by sites K6-K9 and 6 (Fig. 4.4).

The results are seen in Fig. 4.50, together with the distance from shore and water depth at

each site. From the offshore-most site (6) towards shore, the sequence of plots reveal a

bound wave signature with a transition into a free wave somewhere shoreward of site K9.

Going from site 6 to this transition point, the coherence amplitude in the ∼0.5-8 min period

band is well above the 95% level of no significance, and the corresponding coherence phase

is close to 180◦ and shifts towards 90◦, consistent with observation of shoaling bound IG

waves (Elgar and Guza 1985). An exception to the high coherence amplitude between ηenv

and η is site K8, which is likely because this site is within the surf zone very close to the

breakpoint region where the groupiness signal may be overwhelmed by the turbulent motion

due to breaking SS waves. Going from the transition point toward shore, we see that the

coherence amplitude increases again since these sites are farther away from the breakpoint

region. Closest to shore, the coherence phase in the ∼0.5-8 min period band consistently

remains near 0◦, and it even extends up to periods as long as 30 minutes at the shoreward

site, K6. The distance from shore of that transition point is approximately the same as the
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transition between the energy flux of SS and IG waves that is seen in Fig. 4.43 (compare

panel a with remaining panels).

The energy and coherence analysis results presented in this section revealed standing

wave patterns in the cross-shore with a strong alongshore symmetry along the entire coast

within the domain. For the short IG period bands, we are able to identify several highs and

lows and the distances between these are short. From the short period to long period IG

period bands, the number of highs and lows decreases and the separation distance between

them increases. When considering the total energy, much of these patterns are smoothed out

as the total energy becomes more uniform across the entire domain. Although these standing

wave patters are harder to identify, they do not entirely disappear at certain regions within

the domain.

The MLE analysis revealed patterns that resemble low-mode edge waves at Pua’ena Point

site, but these appear to have greatest spectral levels at relatively short IG periods of 45−60

sec. At Mokuleia site, the MLE analysis revealed patterns of high-mode edge waves, but

these could also be leaky wave modes, as it is not easy to distinguish between these two

types of waves. The net energy flux analysis revealed that the energy flow is predominantly

perpendicular around Waialua Bay (where Hale’iwa Harbor lies), it has some alongshore

component northeast of Pua’ena Point, and even more to the west along Mokuleia stretch of

coast. Separating the energy flux into incoming and outgoing components at two different

sites, showed little reflection at the short period IG bands and near total reflection at the

long period IG bands (with a cutoff around 4 min). Close to the coast, reflection is high at

all IG period bands. These suggest that the short period (small scale waves) IG bands are

dissipative, and the long period (large scale waves) IG bands are reflective. These results

suggest that under strong SS forcing conditions within the surf zone (up to ∼800m form

shore), leaky waves may be a dominant form of free waves at periods longer than ∼4 min.

The coherence analysis at the BOSZ gauge sites in the cross-shore array at Waialua

Bay, reveals a signature of bound waves at the offshore-most sites, with transition into free
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waves around the SS breakpoint region. The clear bound wave signature offshore of the SS

breakpoint, that is accompanied by high variance explained (∼ 50 − 80%), suggests that

the free IG wave field within the surf zone potentially consist of significant levels of free

released-bound IG waves.

Energy and coherence analysis in the harbor and its immediate vicinity, suggest that in

addition to the observed 90 sec harbor mode (see Section 2.5.1 in Chapter 2), it is likely

that an independent but much more energetic mode exists at the coast in the 1-2 min period

band. The decrease in γ2 over relatively short distances suggests that the coastal mode in

the 1-2 min period band is likely centered at a slightly different period than the 90 sec mode

observed inside the harbor. Therefore, even though in the previous subsection we found that

the gravest harbor mode seems to lie in the 4-8 min period band, the coast seems to have

modes at shorter periods (e.g., in the 1-2 min period band), meaning that there is an overlap

between the coastal and harbor modes.

4.4.3.3 The Role of Time-Varying, SS-Driven ”Setup” (T < 30 min; Hypothesis

C6)

In this section we examine the possibility that strong SS forcing induces in Hale’iwa Harbor

”setup” variability at IG periods shorter than 30 min (hypothesis C6). In Chapter 2, the

observations from Mokuleia cross-shore array (sites 8a-8c in Fig. 4.2) provided evidence for

the existence of a SS-driven ”setup”, but this site is relatively far from Hale’iwa Harbor.

Here we use model results from a cross-shore line located closer to the harbor (∼1.5 km west

of the harbor entrance), at Waialua Bay, and apply the same coherence analysis that was

employed in Chapter 2 for single sites and pairs of sites.

For a setup/set-down forced by SS wave groups at the coast, we consider the following

scenarios: (i) if the SS breakpoint region lies between two given sites, we are looking for high

coherence between η vs. η with corresponding 180◦ coherence phase, since the site offshore of

the breakpoint region experiences a set-down, and the site within the surf zone experiences

a setup; and, we are also looking for high coherence between ηss,env at the seaward site vs.
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η at the shoreward site, with corresponding coherence phase of 0◦, since the site within the

surf zone experiences the setup that was induced by the SS wave groups. (ii) if the SS

breakpoint region lies seaward of the two sites, we are looking for high coherence of η vs. η

with corresponding coherence phase of 0◦, since the two sites are within the surf zone and

experience a setup. Also in this case, the coherence phase between ηss,env at the seaward site

vs. η at the shoreward site is expected to be 0◦.

The cross-shore line formed by BOSZ gauge sites K6-K9 and 6, are used here. Since from

Fig. 4.50, we learned that the SS breakpoint region is located somewhere in the vicinity of

site K8, just offshore of site K8, we apply a coherence analysis of ηenv vs. η (blue curves in

Fig. 4.51) and η vs. η (black curves in Fig. 4.51), for the pairs of sites: (i) 6 vs. K8 and 6

vs. K7, where the SS breakpoint lies in between the sites; and, (ii) K7 vs. K6, that are both

located shoreward of the SS breakpoint region.

For the pairs of sites: 6 vs. K8 and 6 vs. K7, the coherence amplitude levels are

statistically-significant and relatively high for the blue and black curves, up to a period of

30 min. The corresponding coherence phase is qualitatively not very far from 0◦ for ηenv vs.

η, and 180◦ for η vs. η, as would be expected for a SS-driven setup. For the pairs of sites:

K7 vs. K6, the coherence amplitude levels are statistically-significant and very high for η vs.

η, but much lower for ηenv vs. η (and statistically insignificant at periods longer than ∼5

min). Even though the corresponding coherence phase of ηenv vs. η is not close to zero (since

their coherence amplitude is statistically insignificant), the corresponding coherence phase

of η vs. η is very close to 0◦. These results provide evidence supporting the mechanism of

SS-driven setup in the vicinity of Hale’iwa Harbor in the 3 ∼ 30 min period band.

4.5 Discussion

In this chapter, we use results from the numerical model BOSZ in order to shed some light

on unanswered questions that remained open following the observational study of Chapter

2. The high spatial resolution of the model enables us to see large-scale patterns that are not
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possible to capture with the few isolated observations inside and outside Hale’iwa Harbor.

1. Excitation of linear coastal or harbor modes: Forcing Hale’iwa Harbor when iso-

lated from the coast resulted in excitation of several modes with complex structure.

The gravest mode of the harbor appears to be similar to a quarter-wave Helmholtz

mode that lies in the 4-8 min period band and has a node at outer basin of the harbor.

Energy and coherence analyses in Hale’iwa Harbor and its immediate vicinity suggested

that the coast has modes with periods shorter than the gravest mode of the harbor.

In particular, a coastal mode in the 1-2 min period band seems to be much more

energetic than a well defined 90 min mode that was observed inside the harbor. The

results suggest that, in this period band, a slight offset could possibly exist between

the periods of these harbor and coastal modes. The above suggests that although the

harbor and the coast have their own sets of normal modes, there is an overlap between

the coastal and harbor modes, at least down to ∼1-2 min.

2. Bound wave impacts; generation of leaky and edge waves: The maps of po-

tential energy, coherence squared, and coherence phase, under strong SS forcing con-

ditions, revealed clear standing wave patterns of highs and lows in the cross-shore

direction. This was most clearly seen at periods shorter than 4 min. We examined

the possibilities that these cross-shore standing wave patterns are the signature of

edge-waves trapped to the reef, or leaky waves. The frequency-wavenumber spectra of

the alongshore velocity component at Pua’ena Point revealed a signature of low-mode

edge-waves that are most energetic at relatively short IG periods of ∼45-60 sec. The

same analysis applied to the cross-shore velocity component resulted in a signature of

high-mode edge waves, which could also be leaky waves. At Mokuleia site we only

found a signature of high-mode edge waves, which could also be leaky waves.

With the exception of a few regions, the energy fluxes in much of the domain in the

vicinity of Hale’iwa Harbor appear to be predominantly in the cross-shore direction.

The cross-shore component of the energy flux was separated into incoming and outgoing
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components, in order to see how much of the incoming flux is reflected back offshore.

The results revealed that most of the energy of the short period IG waves (e.g., 0-1

min, 1-2 min, and 2-4 min period bands) is dissipated due to friction with little energy

being reflected back offshore. The long period IG waves (the 4-8 min and 8-17 min

period bands), on the other hand, are nearly completely reflected back offshore and are

not affected by friction at all. This is also consistent with the picture obtained from the

2-D energy flux maps, where energy flux cancellation is seen in the long period bands

(4-8 min and 8-17 min) along the entire coastline of the domain. In addition, we see

that for all IG period bands there is nearly full reflection very close to the shoreline.

The above results suggest that high-mode edge-waves or leaky waves possibly dominate

the variance at IG periods longer than ∼4 min.

Coherence analysis of data from the cross-shore gauges at Waialua Bay revealed a

strong signature of bound IG waves offshore of the surf zone, and free IG waves within

the surf zone. Those free waves could very likely be released-bound waves (since the

coherence amplitude of the bound waves outside the surf zone suggests a variance

explained of ∼ 50− 80%), or free IG waves generated by some other mechanism (i.e.,

nonlinear triad interaction, or time-varying breakpoint).

3. The role of time-varying, SS-driven ”setup”: The coherence analysis applied to

the cross-shore array at Waialua Bay (∼1.5 km west of the harbor entrance), revealed

results that are qualitatively very similar to the ones observed at Mokuleia (∼5.5 km

west of the harbor entrance), suggesting that such a pathway of energy could result in

the elevated spectral levels that we observe in the harbor and at the coast at periods

in the 3 ∼ 30 min period band.

In addition to the above, the numerical model also revealed some interesting results that

were not possible to address in this study. One such example is the turbulent flow structure

seen flowing offshore via Hale’iwa Harbor channel. This flow is most developed at the long

period bands (periods longer than ∼4 min) and it extends over a large area outside the
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reef. We believe that strong rip currents are responsible for the generation of these turbulent

patterns, but additional research would be required to prove this hypothesis.
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Table 4.1: Specifications of all BOSZ model runs. Columns are: Run name, SS forcing level,

date of SS directional spectra, alongshore domain size (y), cross-shore domain size (x), grid

resolution, friction coefficient for bathymetry, friction coefficient for topography.

Run SS level SS date y (km) x (km) Res (m) αbathy αtopo

ST2 strong 01/23/14 06:55 5.6 9 7 0.035 0.025

ST3 strong 01/23/14 06:55 8.4 9 7 0.035 0.025

ST4 strong 01/23/14 06:55 11.2 9 7 0.035 0.025

ST5 strong 01/23/14 06:55 8.4 6.9 7 0.035 0.025

ST6 strong 01/23/14 06:55 11.2 9 7 0.01 0.01

ST7 strong 01/23/14 06:55 11.2 9 7 0.1 0.1

R2 strong 01/23/14 06:55 12.2 10.2 7 0.035 0.025

R3 moderate 12/22/13 00:25 12.2 10.2 7 0.035 0.025

R4 weak 03/28/14 14:55 12.2 10.2 7 0.035 0.025

R5 strong 02/08/12 20:28 12.2 10.2 7 0.035 0.025

R6 strong 01/13/08 22:40 12.2 10.2 7 0.035 0.025

R7 weak N/A 0.45 1.4 3 0.035 0.025
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Figure 4.1: Map of model domains along the North Shore. Continuous lines forming green,
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inset.
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available. The location of this region along the North Shore coast is indicated by the blue

rectangle on the inset.
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location of this region along the North Shore coast is indicated by the blue rectangle on the

inset.

202



10-3

10-1

101 

103 

S
2

,2
 [c

m
2 /c

ph
]

95% CI

Period
[seconds][minutes]

24 12 6 3 90 30 15 5 2

95% CI

Period
[seconds][minutes]

24 12 6 3 90 30 15 5 2

100 101 102 103

10-3

10-1

101 

103 

S
2

,2
 [c

m
2 /c

ph
]

95% CI

100 101 102 103

95% CI

Frequency [cph]

100 101 102 103

10-3

10-1

101 

103 

S
2

,2
 [c

m
2 /c

ph
]

95% CI

24 12 6 3 90 30 15 5 2

a b

c d

e

2 : site 1, 1hr, head 2 : site 1, 2hr, head

2 : site 1, 1hr, tail 2 : site 1, 2hr, tail

2 : site 1,
3hr 40min

Figure 4.6: PSD of model data at site 1, for model runs having small (black), intermediate

(blue), large (magenta), and intermediate & narrow (green), domains (rus ST2-ST5,

respectively), under strong SS forcing. The 95% confidence interval for each independent

spectrum estimate is shown at the bottom.
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respectively), under strong SS forcing. The 95% confidence interval for each independent

spectrum estimate is shown at the bottom.
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respectively), under strong SS forcing. The 95% confidence interval for each independent

spectrum estimate is shown at the bottom.
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Figure 4.10: Spatial distribution of potential energy in the 1-2 min period band for the

(a) large (domain ST4), (b) intermediate (domain ST3), (c) small (domain ST2), and (d)

intermediate & narrow (domain ST5), domains, under strong SS forcing.
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Figure 4.11: Spatial distribution of coherence phase in the 1-2 min period band for the

(a) large (domain ST4), (b) intermediate (domain ST3), (c) small (domain ST2), and (d)

intermediate & narrow (domain ST5), domains, under strong SS forcing.
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Figure 4.12: Spatial distribution of potential energy in the 2-4 min period band for the

(a) large (domain ST4), (b) intermediate (domain ST3), (c) small (domain ST2), and (d)

intermediate & narrow (domain ST5), domains, under strong SS forcing.

209



2
1
.5

9
°N

2
1
.6

1
°N

2
1
.6

3
°N

(a)  large
      [ST4]

0

0

6

6 6

6

6

6

6

6
6

12

12

12

18

24

2
4

30

60

(b)  intermediate
      [ST3]

0

0

6

6 6

6

6

6

6

6
6

12

12

12

1
8

24 2
4

30

60

158.09°W158.12°W158.15°W

2
1
.5

9
°N

2
1
.6

1
°N

2
1
.6

3
°N

(c)  small
      [ST2]

0

0

6

6
6

6

6

6

6
6

12

12

12

18

24

2
4

30

60

158.09°W158.12°W158.15°W

(d)  intermediate
      & narrow [ST5]

0

0

6

6 6

6

6

6

6

6
6

12

12

12

1
8

24 2
4

30

60

180

120

60

0

60

120

180

φ
η,η

r  [d
e
g
]

Figure 4.13: Spatial distribution of coherence phase in the 2-4 min period band for the

(a) large (domain ST4), (b) intermediate (domain ST3), (c) small (domain ST2), and (d)

intermediate & narrow (domain ST5), domains, under strong SS forcing.
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Figure 4.14: Spatial distribution of potential energy in the 4-8 min period band for the

(a) large (domain ST4), (b) intermediate (domain ST3), (c) small (domain ST2), and (d)

intermediate & narrow (domain ST5), domains, under strong SS forcing.
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Figure 4.15: Spatial distribution of coherence phase in the 4-8 min period band for the

(a) large (domain ST4), (b) intermediate (domain ST3), (c) small (domain ST2), and (d)

intermediate & narrow (domain ST5), domains, under strong SS forcing.
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Figure 4.16: Spatial distribution of potential energy in the 8-17 min period band for the

(a) large (domain ST4), (b) intermediate (domain ST3), (c) small (domain ST2), and (d)

intermediate & narrow (domain ST5), domains, under strong SS forcing.
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Figure 4.17: Spatial distribution of coherence phase in the 8-17 min period band for the

(a) large (domain ST4), (b) intermediate (domain ST3), (c) small (domain ST2), and (d)

intermediate & narrow (domain ST5), domains, under strong SS forcing.
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Figure 4.18: Spatial distribution of energy in the 1-2 min period band for the cases of (a) very

weak (n = 0.01), (b) typical (n = 0.035), and (c) very strong (n = 0.1), friction coefficients,

under strong SS forcing. For each of these friction scenarios, the bottom right panel shows

the total energy along the coast between adjacent isobaths separated by 1m.
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Figure 4.19: Spatial distribution of energy in the 2-4 min period band for the cases of (a) very

weak (n = 0.01), (b) typical (n = 0.035), and (c) very strong (n = 0.1), friction coefficients,

under strong SS forcing. For each of these friction scenarios, the bottom right panel shows

the total energy along the coast between adjacent isobaths separated by 1m.
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Figure 4.20: Spatial distribution of energy in the 4-8 min period band for the cases of (a) very

weak (n = 0.01), (b) typical (n = 0.035), and (c) very strong (n = 0.1), friction coefficients,

under strong SS forcing. For each of these friction scenarios, the bottom right panel shows

the total energy along the coast between adjacent isobaths separated by 1m.
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Figure 4.21: Spatial distribution of energy in the 8-17 min period band for the cases of (a)

very weak (ST6), (b) typical (ST4), and (c) very strong (ST7), friction coefficients, under

strong SS forcing. For each of these friction scenarios, the bottom right panel shows the

total energy along the coast between adjacent isobaths separated by 1m.
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Figure 4.22: Comparison of PSDs generated using model output and observations at site

3, under very strong SS conditions (01/23/14 swell event). The model PSDs correspond

to model runs with different values of Manning roughness coefficient (n): (i) little friction

(black curve, n = 0.01); (ii) typical friction for north shore bottom (blue curve, n = 0.035);

and, (iii) strong friction (red curve, n = 0.1). The green curve is the observed PSD. The

95% confidence interval for each independent spectrum estimate is shown at the bottom.
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Figure 4.23: Comparison of PSDs generated using model output and observations at site

4, under very strong SS conditions (01/23/14 swell event). The model PSDs correspond

to model runs with different values of Manning roughness coefficient (n): (i) little friction

(black curve, n = 0.01); (ii) typical friction for north shore bottom (blue curve, n = 0.035);

and, (iii) strong friction (red curve, n = 0.1). The green curve is the observed PSD. The

95% confidence interval for each independent spectrum estimate is shown at the bottom.
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Figure 4.24: Comparison of PSDs generated using model output and observations at site

7, under very strong SS conditions (01/23/14 swell event). The model PSDs correspond

to model runs with different values of Manning roughness coefficient (n): (i) little friction

(black curve, n = 0.01); (ii) typical friction for north shore bottom (blue curve, n = 0.035);

and, (iii) strong friction (red curve, n = 0.1). The green curve is the observed PSD. The

95% confidence interval for each independent spectrum estimate is shown at the bottom.
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Figure 4.25: Comparison of PSDs generated under strong SS conditions using model output

(blue curves) and observations (black curves) at sites (a) 1, (b) 2, (c) 4, and (d) 7, for the

01/23/14 event; and (e) 5, and (f) 6, for the 02/08/12 event. The 95% confidence interval

for each independent spectrum estimate is shown at the bottom.
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Figure 4.26: Comparison of coherences generated using model output and observations for

the pairs of sites 1 vs. 2 (01/23/14 SS event, panels a&b); and, 1 vs. 4 (01/23/14 SS event,

panels c&d).
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Figure 4.27: Comparison of coherences generated using model output and observations for

the pairs of sites 1 vs. 5 (02/08/12 SS event, panels a&b); and, 1 vs. 6 (02/08/12 SS event,

panels c&d).
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Figure 4.28: Maps of energy, coherence amplitude squared, and coherence phase, inside

Hale’iwa Harbor in the 0.5-1, 1-2, 2-4, 4-8, and 8-17 min period bands using output from a

model run isolating the harbor (run R7). The reference point site for the coherence analysis

is indicated with gray circles.
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Figure 4.31: Maps of (a) potential energy, (b) coherence amplitude squared, and (c)

coherence phase, in the 5-30 sec SS period band, using output from the largest model run

with strong SS forcing (run R2).
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Figure 4.32: Maps of (a) potential energy, (b) coherence amplitude squared, and (c)

coherence phase, in the 0.5-1 min period band, using output from the largest model run

with strong SS forcing (run R2)
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Figure 4.33: Maps of (a) potential energy, (b) coherence amplitude squared, and (c)

coherence phase, in the 1-2 min period band, using output from the largest model run

with strong SS forcing (domain R2).
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Figure 4.34: Maps of (a) potential energy, (b) coherence amplitude squared, and (c)

coherence phase, in the 2-4 min period band, using output from the largest model run

with strong SS forcing (run R2).
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Figure 4.35: Maps of (a) potential energy, (b) coherence amplitude squared, and (c)

coherence phase, in the 4-8 min period band, using output from the largest model run

with strong SS forcing (run R2).
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Figure 4.36: Maps of (a) potential energy, (b) coherence amplitude squared, and (c)

coherence phase, in the 8-17 min period band, using output from the largest model run

with strong SS forcing (run R2).
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Figure 4.37: Maps of (a) potential energy, (b) coherence amplitude squared, and (c)

coherence phase, in the 0.5-1 min period band, using output from the largest model run

with strong SS forcing (run R2), focusing on Hale’iwa Hbr. region. Gray circles represent

the reference points.
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Figure 4.38: Maps of (a) potential energy, (b) coherence amplitude squared, and (c)

coherence phase, in the 1-2 min period band, using output from the largest model run

with strong SS forcing (run R2), focusing on Hale’iwa Hbr. region. Gray circles represent

the reference points.
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Figure 4.39: Maps of (a) potential energy, (b) coherence amplitude squared, and (c)

coherence phase, in the 2-4 min period band, using output from the largest model run

with strong SS forcing (run R2), focusing on Hale’iwa Hbr. region. Gray circles represent

the reference points.
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Figure 4.40: Comparison of γ2 in the 1-2 min band, using different reference points. The

reference points are located (a) right outside hbr., (b) main hbr. basin, and (c) southern

portion of hbr. Model output is from the largest model run with strong SS forcing (run R2),

focusing on Hale’iwa Hbr. region. Gray circles represent the reference points.
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Figure 4.42: Maps of the total (potential + kinetic) energy in the 5-30 sec, 0.5-1, 1-2, 2-4,

4-8, and 8-17 min period bands, using output from the largest model run with strong SS

forcing (run R2).
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Figure 4.43: Maps of energy flux in the 5-30 sec, 0.5-1, 1-2, 2-4, 4-8, and 8-17 min period

bands, using output from the largest model run with strong SS forcing (run R2).
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Figure 4.44: Maps of energy flux in the 5-30 sec, 0.5-1, 1-2, 2-4, 4-8, and 8-17 min period

bands, using output from the largest model run with strong SS forcing (run R2), focusing

on Hale’iwa Harbor and its immediate vicinity.
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Figure 4.45: Incoming and outgoing energy flux vs. distance from shore at Mokuleia site,

for (a) 0.5-1, (b) 1-2, (c) 2-4, (d) 4-8, and (e) 8-17 min period bands, using output from the

largest model run with strong SS forcing (run R2).
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Figure 4.46: Incoming and outgoing energy flux vs. distance from shore at Pua’ena Point

site, for (a) 0.5-1, (b) 1-2, (c) 2-4, (d) 4-8, and (e) 4-17 min period bands, using output from

the largest model run with strong SS forcing (run R2).
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(a)

(b)

Figure 4.47: Frequency-wavenumber PSD of (a) alongshore, and (b) cross-shore, velocity

components at Mokuleia alongshore array site, using the MLE method. Superimposed are

the theoretical dispersion curves of several modes for the case of a plane beach.
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(a)

(b)

Figure 4.48: Frequency-wavenumber PSD of (a) alongshore, and (b) cross-shore, velocity

components at Pua’ena Point alongshore array site, using the MLE method. Superimposed

are the theoretical dispersion curves of several modes for the case of a plane beach.
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Figure 4.49: Cross-shore depth profiles relative to MSL vs. distance from the shoreline, at

(a) Mokuleia, and (b) Pua’ena Point sites. At each site, there are 21 profiles separated by

∼11m in the alongshore, and the thick black curve in each panel is the average profile.
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Figure 4.50: Coherence amplitude and phase between η vs. ηenv at Waialua cross-shore

array at sites K6-K9 and 6. The red dotted lines in the coherence amplitude plots mark the

95% levels of no significance.
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Figure 4.51: Coherence amplitude and phase at Waialua cross-shore array, for: (i) offshore-

most η vs. shoreward η (black curves); and, (ii) offshore-most ηenv vs. shoreward η (blue

curves). The red dotted lines in the coherence amplitude plots mark the 95% levels of no

significance.
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CHAPTER 5

CONCLUSIONS

5.1 Summary

The observational results provided us a look at the infragravity (IG) wave field in Hale’iwa

Harbor, and at the coast in the vicinity of the harbor. However, our hypotheses of possible

energy pathways could not be fully addressed since the observations lacked the spatial and

temporal detail necessary to improve our understanding of the dynamics of these waves.

For this reason we incorporated a numerical model that helped us address many of the

hypotheses, and even opened up new questions.

The observations reveal a long history of large IG oscillations inside Hale’iwa Harbor

under tsunami and strong SS forcing. Interestingly, we found that under the right conditions,

the harbor’s IG response under SS forcing could be very similar to the response under tsunami

forcing. Focusing on the harbor’s response to SS forcing, we combined the observations with

a long-term forecast of offshore SS conditions and generated a SS-driven surge forecast for

Hale’iwa Harbor. To determine the relationship between the offshore forcing and harbor

IG response, we tested several SS parameters, quantified the errors, and found out that the

SS energy flux had the tightest relationship with the harbor IG variability. Since its initial

release to the public, the reliability of the forecast has been regularly tested under various

large SS events. To date, the forecast SCI levels seem to agree well with the observed SCI

levels, enabling us to identify several days in advance potentially dangerous conditions of IG

wave activity inside the harbor.

By combining our observational and numerical modeling results, we were able to come

up with several conclusions regarding our hypotheses of energy pathways:

1. Both Hale’iwa Harbor and the coast have their own sets of normal modes. The gravest

mode of Hale’iwa Harbor appears to lie in the 4-8 min period band, possibly having

a period of ∼6 min. The coastal modes, on the other hand, have periods as long as
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23 min, but some modes have very short periods (e.g., possibly in the 1-2 min period

band). As a result, there appears to be some range of frequencies (potentially in the

1∼6 min period band) where an overlap exist between the harbor and coastal modes.

Regardless, we find that these harbor/coastal modes are nearly irrelevant for explaining

the elevated and uniform spectra that is observed inside the harbor and at the coast.

2. Under strong SS forcing conditions, both the observational and numerical modeling

results have provided abundant evidence of bound wave energy outside the SS break-

ing zone. Within the surf zone, the evidence suggested that the IG wave field is

dominated by free waves. At first, we believed that these free waves appear to have

been predominantly generated by the time-varying breakpoint mechanism (or some

other mechanism that is tied to the wave groupiness), and not the released-bound

wave mechanism. However, the high levels of coherence amplitude and corresponding

variance explained of bound waves offshore of the surf zone (∼ 50−80%) suggests that

the IG wave field within the surf zone could potentially be composed of a significant

portion of released-bound waves.

3. At the coast, the observed energy growth analysis reveals dominance of leaky waves

within the surf zone, and the numerical modeling evidence points out to freely propa-

gating leaky waves as potentially being the ones dominating the flux of energy at the

coast and particularly outside the harbor. We also found evidence of low-mode edge

waves at a site on the coast, but it appears to be most energetic at relatively short IG

periods (∼45-60 sec).

4. At the coast, we found observational evidence of SS-driven ”setup” at Mokuleia site

triggering oscillations at IG periods ranging from several minutes to hours. Numerical

modeling results from a cross-shore array at Waialua Bay, located much closer to

Hale’iwa Harbor (∼1.5 km west of Hale’iwa Harbor), reveal very similar findings.

However, these results appear to be valid only for periods shorter than ∼20 min due

to limitations that are tied to the size of the domain used by the numerical model.
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5. Evidence of island/inter-island wide modes was also found using observations. These

observations, however, showed that even under strong SS forcing such a mechanism

generates spectral levels that are much lower than the ones observed at the North Shore

coast of O’ahu Island, and inside Hale’iwa Harbor.

6. A coherence analysis between two deep-water sites offshore of O’ahu Island provided

evidence of free IG waves that potentially originated from the region extending from

Oregon to British Columbia (approximate latitudes: 44◦N − 53◦N), a result that is in

good agreement with the findings of Aucan and Ardhuin (2013). Using observations

and conservation of energy flux we projected the deep-water spectra that is necessary

to generate the observed shallow-water spectra. We found that free IG waves in the

1-20 min that arrive from remote sources could potentially force the harbor at certain

IG periods when SS levels are minimal.

The fact that our observations show that the coastal oscillations play a dominant role inside

Hale’iwa Harbor, implies that in order to have a good understanding of the dynamics of

energetic harbor oscillations we must understand the dynamics at the coast. This is not a

necessary a requirement for every harbor, but Hale’iwa Harbor and the complex coastline

outside the harbor represent a good example of such a case.

5.2 Future Research

Practical aspect of study:

1. Include analysis of the short IG period band 0.5-2 min.

2. At a relatively late stage, we found a relationship between our SS energy flux parameter

and the low frequency mesoscale variability inside the harbor (not shown here). At

this point, the mesoscale variability is not incorporated in our forecast, but it could

relatively easily be done in the future in order to further improve our forecast.
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3. The harbor surge forecast and its validation could be improved if we incorporate real-

time sea level and currents observations.

4. The same methodology that was employed here can be applied to other harbors. In

particular, in Hawaiian Harbors such as Barbers Point, Kahului, and Hilo, that have a

history of strong seiche events, particularly under tsunami forcing. These harbors are

larger and also economically more important than Hale’iwa Harbor.

Scientific aspect of study:

1. This study could be contrasted by applying it to a different environment where the

shelf is steeper than the one along the north shore and coastal IG oscillations may

not be very important. For example, the numerical modeling results of (Munger and

Cheung 2008) suggest that the west coast of O’ahu Island could potentially be such

an environment, and this could mean that the dynamics in Barbers Point region are

likely very different than the ones seen in this study.

2. We can use the model output to quantify different terms in the force balance. Such an

analysis will improve our understanding of the physical mechanisms.

3. This work has produced some interesting results that were not expected and could be

further explored in the future. One such result is the turbulent structure extending

offshore from the channel outside of Hale’iwa Harbor. This structure appears at long

IG periods (periods longer than ∼4 min) and we believe that it results from very large

SS forcing conditions generating a return flow in the form of rip currents.
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