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Abstract

Variations in earth’s climate are externally driven by changes in earth’s orbit around the sun — orbital
forcing, namely precession, eccentricity and obliquity — on timescales of 10%~10° years. During the
Quaternary, from 2.6 million years ago to present, these orbital drivers caused large oscillations
of earth’s climate system between cold glacials and relatively warm interglacials. The evolution of
earth’s climate however is not directly proportional to this orbital insolation forcing. For instance, re-
constructions of (annual mean) paleoclimate show substantial variability on precessional time scales,
even though there is no change in annual mean insolation associated with the precessional forcing.
This means that nonlinear mechanisms rectify the zero-annual-mean precessional forcing into an an-
nual mean climate response. Further, during the Late Quaternary (beginning roughly 800,000 years
ago (800 ka)), glacial cycles have had a dominant period of ~100 ka, a period not associated with a
dominant orbital parameter. Feedbacks internal to the earth system thus amplify and modulate the
external drivers. The Northern Hemisphere ice sheets are thought to be most directly sensitive to or-
bital insolation forcing, while other parts of the climate system — such as the tropics and the southern
high latitudes — might respond more indirectly to the 100 ka earth system response. This dissertation
explores the nonlinearities of precessional rectification and 100 ka modulation throughout the Late
Quaternary at low and high latitudes.

Many records of tropical hydroclimate show substantial variability on precessional timescales.
Part | of this dissertation aims to identify the nonlinear mechanisms responsible for rectifying the

seasonal precessional forcing into an annual mean precipitation response. The traditional view
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Abstract

of precessionally-forced precipitation changes is that tropical precipitation increases with summer
insolation. By comparing two simulations with an earth system model (CESM1.0.3), this paradigm is
found to be true for continental but not for oceanic changes in precipitation. Focusing on the Atlantic
Intertropical Convergence Zone (ITCZ), it is found that the continental temperature and precipitation
response to precessional forcing are key rectifiers of annual mean precipitation over the ocean. A
boundary layer response to temperature changes over northern Africa affects the meridional position
of the ITCZ over the North Atlantic in boreal spring and summer, but not in fall and winter. Over the
equatorial and South Atlantic, the intensity of precipitation is strongly impacted by diabatic forcing
from the continents through an adjustment of the full troposphere. Although the top of atmosphere
insolation forcing is seasonally symmetric, continental precipitation changes are largest in boreal
summer, thus skewing the annual mean response. While the precessional forcing has only meridional
gradients, the climatic response has strong zonal components. An important implication of this work is
therefore that traditional zonal mean frameworks for assessing the ITCZ response to external forcing
do not apply in the case of strong tropical insolation forcing. The response of tropical precipitation to
external forcing thus depends on the ratio of tropical (i.e, precessional) to extratropical (i.e., 100 ka)
forcing.

The Antarctic ice sheet (AlS) has varied substantially during the Late Quaternary, contributing
more than 10 m to glacial sea level drop, and an estimated 3—6 m to interglacial sea level highstands.
With its large marine margins, the AlS is sensitive to oceanic as well as atmospheric forcing, but
the relative contributions of Quaternary climate forcings remain poorly constrained, with previous
modeling studies relying heavily on parameterizations of past climate evolution. The evolution of
northern and southern polar ice sheets appears to be synchronous on orbital timescales, which is
somewhat unexpected given that precession — essential for Northern Hemisphere glacial termina-
tions through its impact on summer insolation — is anti-phased between the hemispheres. Part ||
of this dissertation studies the drivers of AIS evolution over the last 800 ka by forcing an Antarctic
ice sheet model with spatially and temporally varying climate anomalies from a transient simulation

with an earth system model (LOVECLIM), in addition to reconstructions of global sea level change.
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The simulated AIS evolution has a glacial-interglacial amplitude of 10-12 m sea level equivalent.
Sensitivity experiments in which atmospheric, ocean temperature and sea level forcing are applied
individually show that the full ice sheet response is a non-linear superposition of the individual
drivers. The Northern Hemisphere sea level forcing impacts Antarctic ice volume by driving changes
in the grounding line position. This grounding line migration modulates the Antarctic response to
other climatic drivers: for both accumulation and oceanic melt rates the changes in configuration
of the grounded ice sheet dominate over the glacial-interglacial climate forcing. Surface melt rates
peak when austral summers are long, especially during periods of high annual mean temperature
corresponding to high CO;. These melt peaks provide a critical contribution to Antarctic deglaciation
and are in phase with Northern Hemisphere summer insolation. Thus, on glacial timescales, Antarc-
tica and the Northern Hemisphere ice sheets vary in unison through their respective orbital forcings,

changes in global sea level, and CO,.
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CHAPTER

Introduction

1.1 Earth’s climate history in review

The response of earth’s climate system to external forcing is not constant in time. Even though its
periodic external drivers have remained stable over the last ~50 million years (Ma) (Laskar et al,
2004), our planet has seen a widely varying array of climate variability over this period. This is
illustrated in Fig. 1.1, which shows the evolution of estimated global mean temperatures through
the last 65 Ma, using deep sea oxygen isotopes (8'80) as a proxy. Since the beginning of the
Cenozoic Era 06 Ma, the planet has been gradually cooling from a so-called ‘CGreenhouse climate’
— accompanied by atmospheric CO; concentrations upwards of 1,500 ppmv (Pagani et al, 2005) — to
the recent ‘lcehouse climate’ (Zachos et al, 2001), in response to longterm (10°=10” year) changes in
climatic boundary conditions, such as continental configuration, oceanic gateways, volcanic activity
and atmospheric greenhouse gas concentrations. The overall cooling trend is interrupted by rapid
transitions and ‘brief’ spikes, such as the much-studied Paleocene-Eocene Thermal Maximum (PETM)
55 Ma (e.g., Kennett & Stott, 1991, Sluijs et al, 2006).

The polar ice caps as we know them today, did not exist throughout the entire Cenozoic. Amidst
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the early Cenozoic warmth, planet earth was entirely ice free, until greenhouse gas concentrations
dropped sufficiently to allow for glaciation of the isolated Antarctic continent (DeConto & Pollard,
2003). The boundary between the Eocene and Oligocene Periods, at roughly 33.7 Ma, is marked by a
sharp drop in benthic 6'80 levels (Fig. 1.1) that signifies the definitive establishment of the Antarctic
ice sheet (e.g, Coxall & Pearson, 2007). Glaciation in the Northern Hemisphere did not occur until
approximately 10 Ma (Zachos et al,, 2001) and initially only occurred at a small scale (Maslin et al,
1998).

The Pliocene Epoch, from 5.3-2.6 Ma, is the most recent period in earth’'s climate history when
atmospheric CO, concentrations were similar to or slightly higher than what they are today, and
thus serves as an ‘analog’ for contemporary climate change (Haywood et al, 2013, Masson-Delmotte
et al, 2013). As can be seen in Fig. 1.1, the amplitude of benthic 6'80 variations gradually increases
towards the end of the Pliocene. This larger amplitude indicates both an increase in temperature
variability and growing oscillations in global ice volume (Zachos et al, 2001). The final closure
of the Panama Isthmus around 3 Ma, and subsequent reorganization of the meridional overturning
circulation, ultimately allowed for northern polar ice sheets to grow to a size that substantially
increased earth’s sensitivity to external forcing (Haug & Tiedemann, 1998, Zachos et al.,, 2001, Bartoli
et al, 2005, Lisiecki & Raymo, 2005). The resulting periodic Northern Hemisphere glaciations are
what characterizes the current geologic Period — the Quaternary — which will be the focus of this

dissertation.

1.1.1 The Quaternary

The Quaternary is the period from 2.6 Ma to present. It is split into the Pleistocene Epoch, which
lasted until 11,700 years ago (11.7 ka), and the Holocene, an epoch of relative climatic stability
that allowed for the establishment and growth of human civilization. During the Quaternary, earth’s
climate cycled between periods of relative warmth, so-called ‘interglacials’, and colder periods called

‘glacials’ The amplitude of these oscillations increased progressively throughout the Quaternary, and
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Figure 1.1: Earth’s climate history throughout the Cenozoic, as indicated by the benthic §'80 record. Generally,
high 6'80 values indicate low temperatures, and vice versa. The top figure shows 3'80 values collected by
Zachos et al. (2001); the bottom two figures show the Listecki & Raymo (2005) record.
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while initially their period was 41 ka, since approximately 1 Ma glacial cycles have occurred with a
period in the range of 80-120 ka (Fig. 1.1) (Lisiecki & Raymo, 2005). This shift from a 41 ka regime to
a ~100 ka regime is referred to as the Mid-Pleistocene Transition (MPT), and has been attributed
to changes in the insolation forcing around that time (Schulz & Zeebe, 2006), changing subglacial
bedrock conditions (Clark et al, 2006) or threshold behavior in the climate system (Paillard, 2001).
This dissertation will exclusively study the 100 ka regime of the Late Quaternary, here loosely defined
as the period from 800 ka until present.

The Last Glacial Maximum (LGM) at ~20 ka, is the most recent glacial period and hence the
most studied and documented. Global mean temperatures during the LGM were approximately
4 °C lower than they were before the onset of the Industrial Revolution (‘pre-industrial’) (Annan &
Hargreaves, 2013). Massive ice sheets covered much of northern America and Eurasia (e.g., Peltier,
2004), and also the Antarctic ice sheet was substantially larger than it is presently (Bentley et al,
2014). As a result, global mean sea level was >120 m lower than today (Waelbroeck et al, 2002).
Global cooling during glacial periods led to generally arid conditions (Kohfeld & Harrison, 2001), and
significant differences exist between glacial and pre-industrial atmospheric circulation. For instance,
the elevated albedo and orography of the Northern Hemisphere ice sheets substantially altered
the path of the mid-latitude storm tracks (Roe & Lindzen, 2001, Justino et al, 2005), while pushing
the Atlantic Intertropical Convergence Zone (ITCZ) south (Chiang & Bitz, 2005, Arbuszewski et al,
2013). Due to large-scale reconfigurations in earth’s biosphere and the global ocean, particularly the
Southern Ocean, atmospheric greenhouse gas concentrations were reduced during cold periods (Petit
et al, 1999, Sigman et al,, 2010). Atmospheric CO, concentrations dropped from ~280 ppmv during
interglacials to ~180 ppmv during glacials (Fig. 1.2D) (Luthi et al,, 2008).

While these characteristics generally describe periods of maximum glaciation during the Late
Quaternary, glacial climates are by no means stable. Reconstructions of past climates at both high
and low latitudes have shown that glacial cycles are punctuated by superimposed climate variability
on millennial scales. So-called Heinrich (Heinrich, 1988) and Dansgaard-Oeschger (Dansgaard et al,,

1984) events — layers of ice-rafted debris in the North Atlantic — are manifestations of sudden collapses
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of Northern Hemisphere ice sheets that led to reorganization of the global overturning circulation,
with cooling in the northern high latitudes and warming over Antarctica (e.g., Blunier & Brook, 2001).
These temporary climate swings had global impacts, as evidenced for example by rapid shifts in the
Atlantic ITCZ on millennial time scales (Deplazes et al, 2013).

By contrast, interglacial climates are much more stable (North Greenland Ice Core Project Mem-
bers, 2004), although marked differences still exist between the various interglacials. For instance,
Marine Isotope Stage (MIS) 5e (130 ka) and 11 (410 ka) (Fig. 1.1) are thought to have been warmer
than pre-industrial, with global sea level elevated by 3-9 m (Dutton et al, 2015). The differences
between interglacial climates result from the fact that different combinations of Late Quaternary cli-
mate drivers (as discussed below) make up the boundary conditions of the various interglacials (Yin

& Berger, 2010).

1.1.2 Drivers of Quaternary climate variability

What drives the climate cycles of the Late Quaternary depends on how the boundaries of the system
of interest are defined. From an earth system point of view, ‘external forcing’ only includes those
forcings that originate outside of our planet. On the other hand, certain forcings and feedbacks that
are internal to the earth system — such as volcanic eruptions and the glacial changes in atmospheric
greenhouse gases described above — can be treated as external when studying solely the climate
system. Of course, atmospheric scientists and oceanographers might take this one step further, by
regarding changes in respectively sea surface temperatures and surface wind patterns as boundary
conditions to their system. Throughout this dissertation, the system under consideration consists of
coupled atmosphere, ocean, sea ice and terrestrial vegetation components, with orbital forcing (see
below), atmospheric greenhouse gases and Northern Hemisphere ice sheet conditions all serving as

external drivers’.

The system will be studied, however, with two different climate models. See Sect. 2.2 and 3.2 for more details about
the modeling setup.
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Figure 1.2: Drivers of Late Quaternary climate variability — (A) llustration of orbital parameters: variations
in earth’s tilt — obliquity (e), variations in how elliptical earth’s orbit is — eccentricity (solid and dashed orbit
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insolation anomalies (shading) and annual mean insolation (black) in W m™ at 65 °S; (D) atmospheric CO>
concentrations from the EPICA Dome C ice core (Litht et al, 2008).
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Climate variability on time scales of 10*~10° years ultimately derives from astronomical forc-
ing (Milankovitch, 1941, Imbrie & Imbrie, 1980): cyclic changes in earth’s orbit around the sun and its
axial tilt, caused by the gravitational interaction between the earth, sun, moon, and the other planets
in our solar system (Berger, 1978, Laskar et al, 2004). This astronomical forcing can be described
by three parameters — obliquity, eccentricity and precession (illustrated in Fig. 1.2A) — that each
affect the seasonal and latitudinal distribution of incoming solar radiation (insolation). Obliquity (e
in Fig. 1.2A) is the tilt of earth’'s axis with respect to the orbital plane. It varies between 22° and
245° with a dominant period of 40,978 year (41 ka; the period of glacial cycles before the MPT
(Fig. 1.1); Berger, 1978, Laskar et al, 2004). At a given latitude, obliquity affects the amplitude of the
seasonal cycle as well as annual mean insolation. This effect is asynchronous between high and low
latitudes: when obliquity is high, annual mean insolation increases symmetrically at high latitudes
and decreases at low latitudes. This can be seen in Figs. 1.2B & C, which shows seasonal and annual
mean insolation changes at 20 °N and 60 °S. Annual mean insolation clearly oscillates with a 41 ka
period, and is anti-phased between the low (Fig. 1.2B) and high (Fig. 1.2C) latitude location. Global
annual mean insolation does not change with obliquity.

The eccentricity e indicates how elliptic the orbit of the earth around the sun is. It is defined as
e = c/a, where a is the semi-major axis of earth’s orbit, and c is the distance between the position of
the sun (the focus) and the center of the ellipse (Fig. 1.2A; Paillard, 2001). The fact that earth’s orbit
is not entirely circular is the reason why Northern and Southern Hemisphere seasons differ in length
and duration. The point on earth’s orbit closest to the sun is called ‘perihelion’, while the location
furthest away is referred to as ‘aphelion’. When earth is closer to the sun, it receives more insolation
(proportional to (sun-earth distance)™2), but it also travels faster (as described by Kepler's second
law). The season in perthelion (Southern Hemisphere summer for present-day precession, see below)
is thus stronger but shorter than the season in aphelion (presently Northern Hemisphere summer).
Eccentricity values vary between 0.0002 and 0.067 at the three dominant periods of 405,091 year,
94,932 year and 123,945 year (Berger, 1978, Laskar et al,, 2004), where the former is usually referred

to as the 400 ka' period of eccentricity and the latter two are commonly grouped together as 100 ka".
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The gravitational pull on the earth causes earth'’s axis to ‘wobble’, leading to a clockwise movement
of the equinoxes along the earth’s orbit that is called the precession of the equinoxes. This precession
has a quasi-period of ~25.7 ka relative to the stars. For climatic purposes only the motion of the
equinoxes with respect to perihelion is of interest. This is the climatic precession, measured by the
(counter-clockwise) angle W between the vernal equinox and perihelion (Fig. 1.2A). In paleoclimate
studies it is customary to reference precession as w = W+ 71 (maximum precession when winter
solstice is near perihelion; Berger, 1978, Paillard, 2001). The dominant periods of climatic precession
are 23 ka and 19 ka.

In contrast to obliquity, eccentricity only has a very small effect on annual mean insolation, and
precession has none. Precession merely redistributes the insolation across the year, i.e. it changes
the amplitude of the seasonal cycle and the length of seasons. This is illustrated in Figs. 1.2B &
C: the seasonal distribution of insolation at both high and low latitudes varies with a periodicity of
~20 ka, but there is no 20 ka variability in annual mean insolation. Also note in Fig. 1.2 that the
effects of precession are anti-phased between hemispheres: when the annual cycle is strong in the
Northern Hemisphere it is weak in the Southern Hemisphere. The amplitude of the precessional
cycle is modulated by the eccentricity cycle, as there will be no climatic effect associated with
precession when earth's orbit is perfectly circular (Fig. 1.2A). For this reason, climatic precession is
usually expressed as esin(w). The eccentricity modulation of precession can be seen in Figs. 1.2B &
C as well: the amplitude of precessional variations in seasonal cycle strength is much higher at e.g.,

200 ka than it is at 400 ka.

As discussed above, the glacial cycles of the Quaternary are associated with large variations in
atmospheric greenhouse gas concentrations, most prominently carbon dioxide. Due to their ability to
absorb longwave radiation, greenhouse gases exert a strong influence on earth's temperature. Atmo-
spheric CO5 is well-mixed in the atmosphere over time-scales of more than a year, so CO; changes
affect climate globally. CO, concentrations over the last 1 Ma (Fig. 1.2D) have varied with global ice

volume and temperature (Fig. 1.1). While the exact reasons for glacial-interglacial CO; variability
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still remain elusive (Sigman et al, 2010), it is clear that they provide an essential positive feedback
on the evolution of Quaternary climate (Shackleton, 2000, Shakun et al,, 2012).

Other climatic drivers, such as atmospheric dust loading and ocean bathymetry (water depth and
shelf exposure), also vary on glacial timescales, and are thought to provide substantial feedbacks on
climate evolution (e.g, Bar-Or et al, 2008, DiNezio et al, 2011). However, because these drivers are
either poorly constrained or not well represented in climate models, they will not be considered in

this dissertation.

1.2 Rectification in the climate system

The parameters describing the astronomical forcing of earth’s climate system are stable over time
scales of tens of millions of years (Laskar et al., 2004), yet the brief climate history provided in Sect. 1.1
demonstrates that the system response to this forcing evolves through time. The occurrence of abrupt
climate transitions (e.g, the PETM and rapid glacial-interglacial transitions (‘deglaciations’)), the
increasing amplitude of climate oscillations on orbital (10°~10° years) time scales throughout the
Cenozoic, and the Pleistocene dominance of variability at a frequency (~100 ka) that does not
correspond to a dominant astronomical forcing, are all indicators of the strongly nonlinear character
of the climate system (Fig. 1.1; Rial et al, 2004, Lisiecki & Raymo, 2007). Evidently, the evolution of
planetary boundary conditions (such as continental configuration and atmospheric composition) due
to tectonic processes on time scales of 10°~107 years, modulates the response of the climate system
to external forcing (Short et al,, 1991, Zachos et al, 2001). At the same time, the system sensitivity is
further modulated by the climate response to the forcing, for instance through the glacial-interglacial
change in atmospheric CO; concentrations or the albedo changes associated with massive ice sheet
expansion (Abe-Ouchi et al, 2007). This dissertation examines case studies of two manifestations of
nonlinear rectification mechanisms in the climate system: rectification of precessional forcing and

100 ka variability.
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1.2.1 The precessional cycle

Despite the fact that no changes in annual mean insolation are associated with the precessional
cycle (Fig. 1.2B, C), many climate records from many proxies, locations and times in the past show
variability at precessional periods. The precessional cycle has the strongest influence on tropical
climate (Clement et al,, 2004), with a particularly notable influence on the monsoon systems. Varia-
tions in the African, Indian, East-Asian and Australian monsoon during the Pleistocene are recorded
by a wide variety of proxies (Liu & Shi, 2009, Clemens et al, 2010), such as 880 in speleothems
of Chinese (e.g. Wang et al,, 2008, Cheng et al,, 2009) and Brazilian (Cruz et al,, 2005) caves, stable
isotopes in marine sediment cores (Denison et al, 2005, Ziegler et al, 2010), an African humidity
index (Tjallingii et al, 2008), iron input (Bozzano et al.,, 2002), primary productivity and length of sea-
son proxies (Beaufort et al, 2010), pollen records (Prell & Kutzbach, 1987) and the cyclic occurrence
of sapropel layers in Mediterranean sediments (Hilgen, 1991, Lourens et al, 1996). Precessional
variations in the EPICA Dome C (Antarctica) ice core methane concentrations over the last 800 ka
are indicative of monsoon-related vegetation changes (Loulergue et al,, 2008).

Imprints of precessional variability are also found in high-latitude climate records. Analyses of
Antarctic ice cores show precessional energy in Antarctic temperature, greenhouse gas concentrations
and atmospheric 5180 (Petit et al, 1999, Stuiver & Grootes, 2000, North Greenland Ice Core Project
Members, 2004, Jouzel et al, 2007). Records of ice-rafted debris (IRD) and benthic 53C and recon-
structions of sea-surface temperature (SST) and salinity are thought to show precessionally paced
ice sheet instabilities and meltwater pulses in both the Northern (Curry & Oppo, 1997, Chapman &
Shackleton, 1999, Oppo et al,, 2001, Knies & Vogt, 2003, Schmidt et al,, 2004, Oppo et al, 2006, Knies
et al,, 2007, Timmermann et al,, 2010) and Southern (Scherer et al,, 2008) hemisphere. In the deep sea
record, benthic 6'80 varies in phase across the world's oceans on precessional timescales (Lisiecki
& Raymo, 2005, 2007).

As discussed above, the amplitude of the precessional cycle is modulated by eccentricity. The

annual mean insolation forcing associated with the eccentricity cycle is small, yet numerous paleo-
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climate proxies display substantial variability at the ~100 ka and 400 ka eccentricity periods. Some
studies have attributed the ~100 ka periodicity of the post-MPT glacial cycles to a climate system
amplification of the eccentricity forcing, though current understanding of glacial cycle dynamics re-
volves around the superposition of the obliquity cycle and eccentricity-modulated precession (Imbrie
& Imbrie, 1980, Imbrie et al, 1993, Paillard, 1998, Schulz & Zeebe, 2006, Ganopolski & Calov, 2011,
Heinemann et al, 2014). Statistical detection of the stronger but longer 400 ka period is limited by
the length of paleorecords, but has been achieved for benthic carbon isotope (6'3C) records from the
Pliocene (Bickert et al, 1993, Tiedemann et al, 1994, Mix et al,, 1995, Clemens & Tiedemann, 1997,
Tian et al, 2002, Venz & Hodell, 2002, Wang et al, 2003, 2004a, 2010). ~400 ka cycles were also
recorded in the Cretaceous (145-66 Ma), when there where no large ice sheets, suggesting that the
processes driving the cycles are not directly related to fluctuations in ice volume (Russon et al., 2010).
Marked changes happened to the 400 ka cycle during the Pleistocene, when their periodicity shifted
to ~500 ka, obscuring the phase relationship with the eccentricity cycle (Wang et al, 2004a, 2010).
400 ka cycles are often used to develop common time scales for long paleorecords, adding impetus
to understanding their origin and global phasing.

The presence of precessional variability in climate records indicates that nonlinear mechanisms
rectify the zero annual mean precessional forcing into a non-zero annual mean climate response.
Similarly, recorded eccentricity variability in the absence of strong annual mean eccentricity forcing
suggests that the amplitude modulation of precession by eccentricity results in a nonlinear transfer
of energy from the high-frequency precessional cycle to the low-frequency eccentricity cycle (Short
et al, 1991, Herbert, 1997, Paillard, 2001, Huybers & Wunsch, 2003, Rial et al, 2004, Merlis et al,
2013). Huybers & Wunsch (2003) illustrate the concept of nonlinear rectification of the precessional

cycle using several theoretical functions. A very simple rectification would be if the climate system
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Figure 1.3: Theoretical example of nonlinear rectification — (A) seasonal insolation forcing (Qseas) over the

past 100 ka (Laskar et al., 2004); (B) rectified seasonal insolation forcing (Qrect) according to Eq. 1.1; (C) annual
mean of seasonal insolation forcing in (A) (black) and rectified seasonal insolation forcing in (B) (red).

only responds to seasonal insolation forcing Qseas above a certain threshold, e.g. zero:

Qseas, Qseas Z 0
Qrect = (1 1)
0, otherwise

Figure 1.3A shows the seasonal insolation forcing over the past 100 ka, while Fig. 1.38 shows what
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this forcing would look like if rectified by Eq. 1.1. As can be seen in Fig. 1.3C, the annual mean
associated with the initial seasonal forcing is zero, but the rectified annual mean response is several
tens of W m™? and modulated by the eccentricity cycle. This dissertation explores some of the

nonlinear mechanisms that create rectification functions such as Eq. 1.1.

1.2.2 100 ka variability

The ~100 ka periodicity of Late Quaternary climate cycles, and in particular the role of carbon cycle
feedbacks therein, remain one of the largest mysteries in our understanding of (paleo-)climate dynam-
ics. Earlier work on this problem has tried to explain the 100 ka periodicity as a strong amplification
of the weak ~100 ka eccentricity period, or an internal oscillation of the climate system (Imbrie &
Imbrie, 1980, Oerlemans, 1982, Imbrie et al, 1993, Gildor & Tziperman, 2001). More recently however,
the initiation and termination of large scale glaciations is attributed to the superposition of obliquity
and precessional forcing. The combination of high obliquity and low precession (Northern Hemi-
sphere summer solstice in perihelion) creates conditions of high summer melt that initiate glacial
terminations (Schulz & Zeebe, 20006, Ganopolski & Calov, 2011, Hetnemann et al, 2014). Eccentricity
only plays a role here through its modulation of the precessional cycle. In addition, the efficacy
of the orbitally-driven insolation forcing is strongly modulated by the state of the climate-ice sheet
system. For example, the ability of insolation changes in the Northern Hemisphere to initiate a rapid
and full deglaciation depends on the size of the Northern Hemisphere ice sheets: only when the ice
sheets are above a certain size do they reach down to latitudes that allow for substantial surface melt
and amplifying feedbacks (Imbrie et al, 1993, Abe-Ouchi et al, 2013). Moreover, numerous modeling
studies have confirmed the essential role of changes in atmospheric greenhouse gas concentrations
in amplifying global temperature changes and ice sheet evolution over the course of the Quaternary
glacial cycles (e.g., Abe-Ouchi et al, 2007, Ganopolski & Calov, 2011, He et al,, 2013, Heinemann
et al, 2014). Finally, the instabilities that give rise to climate variability on millennial time scales

only seem to exist in cold glacial climates, exemplifying how long(er)-term (10-10° year) variability
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modulates short(er)-term (10° year) variability in the earth system.

In the present-day climate system, global climate variability on interannual to multi-decadal
timescales is dominated by the dynamics of the tropical ocean-atmosphere system. Yet for millennial
to orbital timescales, a picture emerges where climate change globally is paced by the glacial-
interglacial variability of the northern high latitudes. The interpretation of paleoclimate records thus
often revolves around the question whether local climate change is a direct result of local insolation
forcing, or forced by changes in Northern Hemisphere polar climate. In the case of the tropics,
Clement et al. (2004) argued that the magnitude of the effect on hydroclimate of local precessional
forcing is comparable to that of 100 ka glacial-interglacial forcing. In the Southern Hemisphere,
reconstructions from Antarctic ice cores suggest that local climate change is in phase with Northern
Hemisphere climate evolution (EPICA Community Members, 2006, Kawamura et al, 2007, Parrenin
et al, 2013), causing some to propose that ‘north drives south’, primarily through changes in the global
overturning circulation and CO; concentrations (Huybers, 2009, Denton et al, 2010, He et al,, 2013).
Additionally, the large marine margins of the Antarctic ice sheet make it sensitive to 100 ka sea level
variability (Ritz et al,, 2001, Huybrechts, 2002, Schoof, 2007, Pollard & DeConto, 2009). Other studies
however, have attributed the apparent co-evolution of bipolar climates to hemispheric differences in
sensitivity to precessional phase (Huybers & Denton, 2008, Huybers, 2009, Timmermann et al., 2009),
or to seasonal biases in the climate recorder (Laepple et al, 2011).

In short, the orbitally-driven northern hemisphere glaciations of the Late Quaternary with their
100 ka periodicity, and accompanying changes in CO,, global sea level and other earth system
variables, modulate the local response of tropical and southern extratropical climate to astronomical

forcing. In many cases, the magnitude and dynamics of this rectification remain to be uncovered.

1.3 Dissertation outline

The discussion in the preceding sections of the nonlinear relationship between astronomical forcing

and earth’s climate system sets the stage for the work presented in this dissertation. The following
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chapters will explore the nonlinearities of precessional rectification and 100 ka modulation through

the Late Quaternary in two parts of the climate system:

Rectification mechanisms at low latitudes Part | of this dissertation focuses on precessional vari-
ability in reconstructions of tropical hydroclimate (Sect. 1.2.1). Chapter 2 sets out to identify the
nonlinear mechanisms rectifying the response of the annual mean Atlantic ITCZ to precessional forc-
ing in a series of time slice experiments with the Community Earth System Model (CESM) 1.0.3
(Chikamoto et al,, 2015). The oceanic precipitation response to precessional forcing is found to be
strongly linked to the response over the neighboring continents, which is rectified by the mean
seasonal cycle and (time-constant) continental configuration. Chapter 2 also discusses eccentricity
rectification and the modulation of the relative roles of tropical and extra-tropical dynamics by the

100 ka periodicity of glacial-interglacial cycles.

Rectification mechanisms at high latitudes Part Il of this dissertation looks at orbital forcing of high
latitude climates, in particular that of the Southern Hemisphere. Chapters 3 & 4 investigate the role
of Late Quaternary climate and sea level changes in driving the evolution of the Antarctic ice sheet.
To this end, the Penn State University Antarctic ice sheet model (Pollard & DeConto, 2012b) was
forced with time-evolving climate conditions from the Earth System Model of Intermediate Complexity
(EMIC) LOVECLIM (Goosse et al., 2010). Chapter 3 shows that individual drivers of the Antarctic mass
balance (atmospheric, oceanic and sea level forcing) add nonlinearly in the full ice sheet response,
while Chapter 4 argues that glacial termination of the Antarctic ice sheet occurred in phase with that
of the Northern Hemisphere ice sheets. Precession and its modulation by the evolution of atmospheric
CO; play an important role in initiating terminations and synchronizing ice sheet evolution in both

hemispheres.
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CHAPTER

Mechanisms rectifying the annual mean response of
tropical Atlantic rainfall to precessional forcing

Numerous reconstructions of tropical hydroclimate in the Pleistocene display substantial variabil-
ity on precessional timescales. Precessionally-induced insolation variations, with a mean period
of ~21,000 years, affect the strength of the seasonal cycle, but not annual mean insolation. The
existence of variations in annual mean climate on precessional timescales therefore hints at the
existence of nonlinear mechanisms that rectify the zero annual mean forcing into a non-zero an-
nual mean response. The aim of this study is to identify these nonlinear rectification mechanisms.
The traditional view of precessionally-forced precipitation changes is that tropical precipitation
increases with summer insolation. By comparing two simulations with an earth system model
(CESM1.0.3) we find that this paradigm is true for continental but not for oceanic changes in
precipitation. Focusing on the Atlantic Intertropical Convergence Zone (ITCZ), we find that the
continental temperature and precipitation response to precessional forcing are key rectifiers of
annual mean precipitation over the ocean. A boundary layer response to temperature changes
over northern Africa affects the meridional position of the ITCZ over the North Atlantic in boreal
spring and summer, but not in fall and winter. Over the equatorial and South Atlantic, the intensity
of precipitation is strongly impacted by diabatic forcing from the continents through an adjustment
of the full troposphere. Although the top of atmosphere insolation forcing is seasonally symmetric,
continental precipitation changes are largest in boreal summer, thus skewing the annual mean
response. These results show that it is important to take into account the seasonality of climatic
forcings, even when studying annual mean climate change.

Based on: Tigchelaar, M. & Timmermann, A. (2015) Mechanisms rectifying the annual mean response of tropical Atlantic
rainfall to precessional forcing. Climate Dynamics. DOI: 10.1007/s00382-015-2835-3.
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Chapter 2. Rectification of Atlantic precipitation to precessional forcing

2.1 Introduction

Out of earth’s three orbital parameters — eccentricity, obliquity, and precession — responsible for low-
frequency climate variability (Milankovitch, 1941), the one with the largest expression in the tropics is
precession (Berger, 1978, Laskar et al., 2004). With a period of ~21,000 years (21 ka), the precessional
cycle determines at what time of year the earth is closest to the sun. It thus changes the strength
of the seasonal cycle in incoming solar radiation at each latitude, and it does so anti-symmetrically
across the hemispheres: When the seasonal cycle is stronger in the Northern Hemisphere (‘minimum
precession’, similar to e.g. 11 ka) it is weaker in the Southern Hemisphere, and vice versa (‘maximum
precession’, similar to e.g. present-day). The strength of the precessional cycle is modulated by
eccentricity, which describes how elliptical earth’'s orbit is. When eccentricity is low — Le. the orbit
is close to circular — precession hardly influences seasonality.

Many tropical paleoclimate records display substantial precessional variability, much more so
than polar records such as the EPICA and NGRIP ice cores (EPICA Community Members, 2004,
North Greenland Ice Core Project Members, 2004). This recorded precessional variability can result
from either a physical climate forcing, or from the seasonal bias of climate recorders (Huybers & Wun-
sch, 2003) as for instance shown for SST reconstructions and the production rates of coccolithophorids
and planktonic foraminifera in Timmermann et al. (2014) and Antarctic temperatures and snow accu-
mulation in Laepple et al. (2011). Figure 2.1A shows a compilation of various proxy reconstructions
of tropical hydroclimate (smoothed with a 1000-year running mean) over the past 120 ka, contrasted
against the precessional forcing. The records are ordered from North to South, with inferred pre-
cipitation increasing along the y-axis. All of these records contain some component of precessional
variability, with maximum precipitation generally coinciding with maximum local summer insolation.
Because precessional forcing of seasonal cycle strength is anti-phased between hemispheres, there
is a North to South anti-symmetry in the timing of precipitation maxima. This is also illustrated
in Fig. 2.1B, which for each record shows the precessional phase of the 25% highest precipitation

values, scaled by amplitude. Clearly the majority of the Northern Hemisphere precipitation maxima
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Figure 2.1: (A) Paleorecords of tropical hydroclimate against the precessional cycle (esin(w), see Methods;
grey); from top to bottom: composite of speleothem 6180 from Chinese caves (25-32°N): Dongge (Dykoski et al,,
2005), Hulu (Wang et al,, 2004b), Sanbao (Wang et al., 2008); North African humidity index (20.8°N) (Tjallingii
et al,, 2008); sediment total reflectance in Cartaco Basin (10.7°N) (Deplazes et al, 2013); salinity reconstruc-
tion from Ba/Ca in Eastern Atlantic (25°N) (Weldeab et al,, 2007); In(Ti/Ca) from West Pacific Warm Pool
(25°S) (Tachikawa et al,, 2014); sediment gamma radiation from Bolivia (20.3°S) (Fritz et al,, 2004); speleothem
080 from Botuvera cave (Brazil; 27.2°S) (Wang et al, 2004b, Cruz et al, 2005, Wang et al., 2007). Records
are ordered from north to south, with inferred precipitation increasing along the y-axis; A 1000-year running
mean was applied to each record. (B) Precessional phase w (see Methods) of the 25% highest values of the
records in (A), scaled by amplitude. Colors correspond to the records of (A)

are associated with a precessional phase opposite to that of the Southern Hemisphere precipitation
maxtima.
The role of precession in driving tropical climate variability has been addressed in a number

of modeling studies. Most notably Clement et al. (2004) showed that the (seasonal) response of
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tropical climate to precessional forcing can be as large as, and substantially different from, the
response induced by the high-latitude climatic forcing usually thought to be the main driver of
long-term climate variability. Many studies have particularly focused on the role of precession in
driving changes in the South-East Asian and African summer monsoon systems (e.g. Kutzbach &
Guetter, 1980, Braconnot & Marti, 2003, Tuenter et al, 2003, Wyrwoll et al,, 2007, Kutzbach et al,
2008, Shi et al, 2011). In addition, there are numerous studies focusing on time slice experiments of
Pleistocene climates that also involve precessional change, such as the mid-Holocene and the last
interglacial (e.g. Kutzbach & Otto-Bliesner, 1982, Kutzbach & Liu, 1997, Zhao et al., 2005, Braconnot
et al, 2008, Khon et al, 2010, Bosmans et al,, 2012, Khon et al,, 2012). These studies emphasize the
importance of differential heating of land and ocean in driving seasonal precipitation changes in the
continental monsoon regions.

Most of the studies mentioned above have focused on the seasonal response to precessional forc-
ing, while the mechanisms driving precessional changes in annual mean precipitation have received
less attention. This nonetheless poses an interesting question, given the fact that precession only
changes the strength of the seasonal cycle, and not annual mean insolation. Any change in annual
mean climate on precessional timescales must therefore come about through nonlinear rectification
processes (Huybers & Wunsch, 2003, Rial et al, 2004, Laepple & Lohmann, 2009, Merlis et al,, 2013).
Here we illustrate the concept of nonlinear rectification by looking at the role of clouds in rectifying
changes in surface shortwave radiation.

Suppose that we have two realizations of the climate system, whose variables x1 and x; differ both

in their annual mean (denoted by a bar) and average seasonal cycle (denoted by angle brackets):

x1(T) =57+ (x1)(7)

x2(T) = X2 + (x2)(7), and (2.1

5x(7) = xa(7) =), 22)
where 7 captures the seasonal time-evolution. The variable under consideration is shortwave radia-
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tion at the surface, Qsw, which is less than shortwave radiation at the top of the atmosphere (TOA),

QN, due to reflection by the surface and cloud albedo, as and ac, respectively:

Qswi(T) = (1 =as)(1—aci(7))Qni(T), =12 (2.3)

where

aci(t) =7ac + {aci)(7), (2.4)

and for simplicity we have assumed that as does not change seasonally and between climate states.
Here we ignore absorption of shortwave radiation in the atmosphere. The difference in surface

shortwave radiation between the two climate states is given by:

00sw = Qsw1(7) — Qsw2(T)
= (1—"2as)(1—ac1(1))Qin(T)

—(1=205)(1—ac2(7))Qin2(7)- (2.5)

In this manuscript we will study two realizations of the climate system in the Community Earth
System Model (CESM) 1.0.3: a simulation using maximum precession, Ppax, and a simulation using
minimum precession, Pyin. Details of these experiments are described in Section 2.2. Figures 2.2A
and 2.2C — for illustrative purposes — show the zonal mean seasonal cycle and annual mean of
Qinpyn @nd Qswp,, respectively. The zonal mean precessionally-induced changes in TOA and
surface shortwave radiation, [0Qin] and [0Qsw], are shown in Figs 2.2B and 2.2D. While there is no
precessional change in zonal annual mean TOA insolation [m] (Fig. 2.2B), there is a substantial
non-zero annual mean change in zonal mean surface insolation [m] of more than 10 W/m?
(Fig. 2.2D).

To assess the contributors to the annual mean surface insolation changes [@] in Fig. 2.2D,

we calculate the annual mean of the individual terms contributing to Eq. (25). Realizing that X(y)

= X(y) = 0 and that for precession 0Q|n = 0, only four terms contribute to annual mean surface
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Figure 2.2: Top: Zonal mean shortwave radiation at the top of the atmosphere for (A) Ppin ([Qin]) and (B)
Pmax—Pmin [0QiN]); Bottom: Zonal mean surface shortwave radiation for (E) Pyin ([Qsw]) and (F) Puax—
Puin [0Qsw]). Insets on the right show the annual mean change. A detailed description of these various terms
can be found in Section 2.1

insolation changes:

[505w] == [(1 = @){ac)p, . 3(ON)] ™) (26)
~ [0 =8 (acH O,y | (B)
-1 -=)8 et s Q)] ©)
- [(1-a)5ac0np,, | (D)

These terms are shown for the zonal mean in Fig. 2.2D. The dominant contributor to [5Q5W] is term
D in Eq. (2.6), the combination of annual mean cloud changes (0ac) and longterm mean insolation

(WPMIN)‘ The other terms, rectification of anomalous insolation by mean clouds (A), rectification of
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mean insolation by anomalous clouds (B), and rectification of anomalous insolation by anomalous
clouds (C), all contribute several W/m? each, but are of opposite sign and thus largely cancel in the
zonal mean.

The aim of this paper is to identify the key mechanisms that rectify the zero-annual mean pre-
cessional forcing into an annual mean tropical precipitation response. Merlis et al. (2013) previously
studied such nonlinear rectification mechanisms using idealized experiments in an aquaplanet model.
They found the main nonlinearity to be a thermodynamic one, relating to the covariance of the clima-
tological seasonal cycle of the meridional circulation with the seasonal changes in specific humidity
(see their Fig. 1). This study however did not take into account the role of continents, changes in
clouds, or ocean circulation. Here we look for nonlinear mechanisms rectifying the response of an-
nual mean precipitation to seasonal precessional forcing in a more realistic modeling framework. We
find that the dynamical (mean circulation) response to precessional insolation changes far outweighs
the thermodynamic response, suggesting that the Merlis et al. (2013) idealized modeling setup may
not translate to the real world. While in our study the zonal annual mean precipitation change
follows the traditional view of the summer hemisphere with more insolation getting wetter, regional
responses diverge widely. The highly regional nature of tropical hydroclimate processes impedes
the identification of a universal tropical rectification mechanism. We therefore focus on a specific
region, the Atlantic Intertropical Convergence Zone (ITCZ), which has been the subject of various
paleoclimate reconstruction efforts (Arbuszewski et al,, 2013, Deplazes et al,, 2013).

Previous (paleo-)modeling and observational work has found that the Atlantic ITCZ is highly sen-
sitive to changes in the cross-equatorial sea-surface temperature (SST) gradient (Lindzen & Nigam,
1987, Chiang et al, 2002), and responds to a variety of local and remote forcings. These include
diabatic heating over the African continent (Biasutti et al,, 2005), interannual variability in the Pacific
and North Atlantic (Marshall et al, 2001, Chiang et al, 2002), high-latitude changes in sea ice and
ice sheets (Chiang et al, 2003, Chiang & Bitz, 2005, Broccoli et al, 2006, Marzin et al, 2013), and
changes in the AMOC (Timmermann et al, 2007, Deplazes et al, 2013). Here we propose that the

response of the Atlantic ITCZ to precessional forcing is strongly impacted by changes in temperature
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and precipitation over the surrounding continents. The African and South American land surface
response to precessional forcing as well as the ability of the continents to alter the oceanic ITCZ are
both seasonally dependent and thus serve as important annual rectifying processes of precipitation
over the tropical Atlantic.

Section 2.2 gives a detailed description of our modeling setup. In Section 2.3.1 the large-scale
patterns of annual mean tropical precipitation change associated with precessional forcing are pre-
sented. Section 2.3.2 focuses on the Atlantic ITCZ and discusses how the continental response to
precessional forcing rectifies the response of the Atlantic ITCZ. Our results are compared against
paleoclimate reconstructions from Cariaco Basin (Deplazes et al, 2013), Brazil (Wang et al., 2004b,
Cruz et al, 2005, Wang et al, 2007), and the tropical Atlantic (Tjallingii et al, 2008, Arbuszewski
et al, 2013) in Section 2.4, where we will also briefly touch on the role of eccentricity. Section 2.5

summarizes and concludes this work.

2.2 Methods

To study the response of annual mean tropical climate to precessional forcing, we performed two
equilibrium simulations with CESM 1.0.3. This is a fully-coupled, global climate model consisting
of interactive atmosphere (CAM4), ocean (POP2), sea ice (CICE4) and land (CLM4') components.
CESM1 was developed from the Community Climate System Model (CCSM) version 4 (Gent et al,
2011); its enhancements include the incorporation of biogeochemical cycles and atmospheric chem-
istry (Hurrell et al,, 2013, Moore et al,, 2013). The atmospheric model was run at T31 resolution, which
corresponds to 3.75° by 3.75° horizontal resolution, with 26 vertical levels, while the ocean horizontal
resolution is 3° by 3° with 60 vertical levels. This low-resolution version is ideal for performing com-
putationally efficient long equilibrium runs and performs well when compared to higher resolution

versions (Shields et al,, 2012, Chikamoto et al, 2015, Stevenson et al, 2015). Figure 2.3 compares

"The default configuration of CLM4 used here includes a carbon-nitrogen model but does not allow for dynamic vege-
tation changes.
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Figure 2.3: Annual mean precipitation (top) and seasonality of precipitation (maximum minus minimum of

monthly climatology; bottom) for CMAP monthly climatology (enhanced version, left; Xie & Arkin, 1997) and
CESM1.0.3 pre-industrial control run (right; Chikamoto et al,, 2015)

tropical annual mean precipitation and seasonality of precipitation of a pre-industrial control run
with CESM1.0.3 (Chikamoto et al, 2015) against the CPC Merged Analysis of Precipitation (CMAP)
NCEP Reanalysis-enhanced monthly climatology (Xie & Arkin, 1997). CESM captures the dominant
features of annual mean precipitation and seasonality; its main deficiencies are an underestimation
of the tilt of the South Pacific Convergence Zone and annual mean precipitation over the Indian
Ocean. The overestimation of Atlantic precipitation seasonality south of the equator is a result of
Atlantic mean state biases common amongst CMIP5 GCMs, which simulate a reversal of the annual

mean SST gradient and a boreal spring westerly wind bias (e.g. Richter et al, 2014, Siongco et al.,
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2014). Richter et al. (2012) attribute this wind bias to precipitation deficits over the Amazon basin
and excess precipitation over the Congo basin, also seen for CESM in Fig. 2.3.

The precessional experiments use two extreme phases of precession: one with perihelion occurring
in Northern Hemisphere (NH) winter solstice (‘'maximum precession’, Ppmax), and one with perihelion
occurring in NH summer solstice (‘minimum precession’, Pyin). For the precessional parameter we
use the definition of precession used by Paillard (2001) and others, where w = 7+ w, with @ the
angle between the vernal equinox and perihelion. As noted before, the strength of the precessional
forcing is modulated by eccentricity e. To maximize the effects of precession on climate we therefore
increase the value of eccentricity to e = 0.067, the maximum value during the past 51 million years
(51 Ma) (Laskar et al, 2004). Pre-industrial greenhouse gas concentrations and obliquity were used.
The simulations were started from an equilibrated pre-industrial control run (Chikamoto et al., 2015)

and run for 500 years. The climatologies used in our analysis are linearly detrended averages over

Table 2.1: Overview of the experimental setup for the simulations with CESM1.0.3.

Pmax
Maximum precession

Ezero
Zero eccentricity

PmiN
Minimum precession

NH NH NH NH NH O NH
winter ummer winter summer winter ummer
o w=2/0° e precession does not mat- o w=90°

ter
e ¢ =0.0067 e c=00067
e c=0

e NH summer solstice in

aphelion

e aphelion = perihelion

e NH summer solstice in
perihelion

All experiments use pre-industrial CO; (284.7 ppmv), and present-day obliquity (23.4°).
Simulations were run for 500 years, and climatologies were calculated over the linearly

detrended last 300 years of the run
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the years 201-500. Results in this paper will generally be presented as maximum minus minimum
precession, Ppmax—PmiN

An additional run was performed with eccentricity set to zero (Ezgro). In this run the orbit of the
earth around the sun is perfectly circular, and there is thus no hemispheric difference in seasonal
cycle strength. The results of this run will be used in Section 2.4 where we discuss rectification due

to eccentricity. A summary and illustration of all three runs is given in Table 2.1.

2.3 Results

2.3.1 The tropical precipitation response to precessional forcing

The general picture that emerges from the, essentially terrestrial, proxy-estimates shown in Fig. 2.1
is that maximum precipitation in the tropics follows local maximum summer insolation. When con-
sidering the annual, zonal mean change in net precipitation in our model simulations (Fig. 2.4A) a
similar view emerges: in the Pyax run the tropical precipitation maximum shifts towards the Southern
Hemisphere, which has a stronger SH seasonal cycle than the Pyyn run. This is true for precipita-
tion over land as well as over the ocean. While the oceanic precipitation change is mostly confined
between 15°S and 15°N, and switches sign roughly at the equator, continental precipitation changes
have a larger meridional extent due to the strong contributions of landmasses located away from the
equator (e.g. Australia, South Africa, the Himalayas) and (in the zonal mean) switch from positive to
negative around 10°S.

A better understanding of regional processes is obtained by studying the spatial distribution of
the annual mean precessional precipitation changes (Fig. 2.4B). The regional hydroclimate responses
are clearly much more complex than just the summer hemisphere with more insolation (SH, for
Pmax) becoming wetter. We find a small intensification of the SH monsoon systems (South America,
Southern Africa and Australia), and a decrease in precipitation over the South and East Asian monsoon

regions. The annual mean ITCZ over the Atlantic shifts towards the summer hemisphere with more
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Figure 2.4: Annual mean Pyax—Pmin difference in precipitation (mm/day) for (A) zonal mean, separated by
ocean (blue), land (red), and total (black); (B) spatial pattern in the tropics

insolation as well. But over the Pacific, there is an increase in precipitation over the northern
equatorial Pacific (dateline to 110°W) in addition to a strong intensification south of the equator.
The latter appears to be related to a reduction in the tilt of the South Pacific Convergence Zone.
The wettening of the central Pacific is contrasted zonally with a drying of the Western Warm Pool
region. Over the Indian Ocean there is a dipole pattern with a meridionally slanted zero-line. Finally
there is a strong increase in annual mean precipitation over the Andaman and South China Seas.
All together, Fig. 2.4B shows that the simple paradigm of precipitation shifting towards the summer
hemisphere with more insolation (SH in Pyax) — although valid in a zonal mean sense — does not
apply universally throughout the tropics. Zonal mean frameworks of understanding the ITCZ, such

as the ones discussed by Schneider (1977), Lindzen & Hou (1988), Kang et al. (2009) and Schneider
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et al. (2014), will therefore not be able to explain the regional changes in tropical precipitation.

2.3.2 The Atlantic ITCZ

Position vs. intensity

The differential response across the tropics of precipitation to precessional forcing suggests that
regional dynamics play an important role, and it will not be possible to find a universal mechanism
driving this response. In the remainder of this paper we will therefore focus our attention on one
specific region, the Atlantic ITCZ. Throughout the literature, different definitions of the ITCZ are used,;
here we take ITCZ to refer to either the location of maximum precipitation or the location of zero
meridional wind (confluence line).

Despite an annual mean insolation profile that is symmetric around the equator, the present-day
climatological annual mean ITCZ over the Atlantic Ocean is displaced into the Northern Hemi-
sphere (e.g. Mitchell & Wallace, 1992). While the question of the hemispheric preference of the ITCZ
has not been answered definitively, it has been attributed to the existence of the AMOC (e.g. Krebs
& Timmermann, 2007, Schneider et al,, 2014) as well as the asymmetry of the continents surrounding
the Atlantic Ocean and its resulting ocean-atmosphere interactions (Xie, 1996, Xie & Saito, 2001,
Xie, 2005). Seasonally the Atlantic ITCZ migrates from a position close to the equator in boreal
spring to a maximum northward position around 10°N in late summer (e.g Mitchell & Wallace, 1992).
This seasonal march of the ITCZ has been found to be sensitive to remote climate forcing on various
timescales, such as the EL Nifo-Southern Oscillation (Chiang et al, 2002), the North Atlantic Oscil-
lation (Marshall et al, 2001), Northern Hemisphere ice conditions (Chiang et al, 2003, Chiang & Bitz,
2005, Broccoli et al,, 2006), the Atlantic meridional mode (Nobre & Shukla, 1996, Chiang et al., 2002,
Xie & Carton, 2004), and meltwater pulses and AMOC (Broccoli et al,, 2006, Timmermann et al., 2007,
Deplazes et al, 2013, Marzin et al, 2013, Menviel et al, 2014).

As noted in Section 2.3.1, the annual mean Atlantic ITCZ responds to precession by shifting

towards the summer hemisphere with more insolation (Fig. 2.4B), with more precipitation under
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Figure 2.5: Zonal mean precipitation (mm/day) over the Atlantic (40-20°W) for (A) Pmax; (B) Pming (C) Pmax—
Pmin. The black line indicates the position of the ITCZ as measured by the location of zero meridional wind
speed for Ppax (solid) and Pyin (dashed). Insets on the right show the corresponding annual mean. Contours
in (C) show Pmax—Pmin TOA insolation, as in Fig. 2.2B

Pmax forcing occurring in the south, and less in the north. The resulting dipole is not centered on
the equator, nor is it symmetric around its axis. Rather, the increase in precipitation on the southern
side of the dipole is stronger than the decrease on its northern side. In the Ppmax run, total annual
integrated precipitation over the Atlantic Ocean between 20°S and 20°N increases by 2.28 x 10'? m?
or 10% (Table 2.2). For comparison, global annual integrated precipitation increases by 2.21 x 10" m?
or 0.5%

In the context of the precessional forcing, which has a strong seasonal component but no annual
one (Fig. 2.2B), the changes in annual mean precipitation could derive from two components: A change
in the seasonal march of the ITCZ (amplitude/position change), or a change in when precipitation

occurs along this march (phase change). Fig. 25 shows monthly mean precipitation and position of
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the Atlantic ITCZ as measured by the location of zero meridional wind, averaged between 40°W and
20°W. (This longitude range was chosen to isolate the oceanic ITCZ response.) In boreal spring and
summer, when the Pyn insolation in both hemispheres exceeds that of Pyax (see Fig. 2.2B), the ITCZ
travels further north, and at an earlier time of year, in the Pyn simulation (Fig. 25B) than in the
Pmax simulation (Fig. 25A). In boreal fall and winter, when the Ppax insolation exceeds that of Ppn,
the reverse does not happen however: The Ppax and Pyin ITCZs reach approximately the same
southward extent. This change in seasonal march of the confluence line — even without a change in
seasonality — implies a northward shift of the annual mean Atlantic ITCZ in Ppin compared to Pyax.

In addition to a change in meridional position, there is a change in phase of the precipitation:
Under maximum precession (Fig. 25A), most of the precipitation over the tropical Atlantic falls between
April and July, while under minimum precession (Fig. 25B) there are two precipitation maxima — a brief
one in July and a more extended one between September and December. The oceanic precipitation
maxima (Fig. 25A,B) thus occur several months after maximum TOA insolation (Fig. 2.2A).

Different mechanisms are thought to be responsible for driving changes in position and intensity
of oceanic moisture convergence in the tropics. Changes in meridional position are caused by a
mechanism originally proposed by Lindzen & Nigam (1987), relating convergence in the boundary
layer to surface pressure gradients caused by meridional (cross-equatorial) SST gradients (see also
Tomas et al, 1999). We will refer to this process as the ‘boundary layer mechanism. An initial
Table 2.2: Seasonally and annually integrated Ppmax—Pmin difference in total precipitation (m3 and %) over

the South American continent (80°W-40°W, 30°S-10°N), Atlantic Ocean (60°W-20°E, 20°S-20°N) and African
continent (10°W-30°E, 30°S-30°N)

South America Atlantic Africa
m> % m> % m> %
DJF 229 x 10" 362 [ =1.91x 107 =329 2.69 x 1017 85.9
MAM —467 x 10" 70 238 x 102 475 | =175x 10"  —352
1A —846x 10" —222 | 348x10” 667 | =551 x10" —81.1
SON 6.81 x 10" 108 | =166 x 10  —244 1.92 x 10™ 4.1

[ Annual | 166x 10" 72[ 228x10"” 100 | —438x 107 —224 |
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meridional displacement can be further amplified by a process known as the Wind-Evaporation-SST
(WES) feedback (Xie & Philander, 1994): changes in low-level convergence will affect latent heat
fluxes and can feed back positively onto the anomalous SST gradient. Numerous studies have shown
that the WES feedback is an important amplifier of meridional ITCZ shifts over the Atlantic Ocean (e.g.
Braconnot et al, 2000, Biasutti et al, 2005, Zhao et al, 2005, Bosmans et al.,, 2012).

On the other hand, Gill (1980) and subsequent studies (e.g. Chiang et al,, 2001, Biasutti et al,
2004) looked at the entire troposphere, and found that local diabatic forcing can change the stability
profile of surrounding areas and drive anomalous adiabatic vertical motion elsewhere, resulting in
divergence changes. We will refer to these processes as the ‘full troposphere mechanism’. Biasutti
et al. (2004, 2005) showed that the precipitation response to remote diabatic forcing depends heavily
on the background stability of the troposphere. Changes in diabatic heating are most likely to induce
remote changes in regions where there is already precipitation occurring. The full troposphere
mechanism therefore mostly impacts the intensity of precipitation.

In the following sections we more closely evaluate the precipitation response in individual seasons
to see what drives precessional changes in the intensity and meridional position of the ITCZ. The
matin results are summarized schematically in Fig. 2.6. We argue that the precessional precipitation
response over the Atlantic Ocean is a direct result of continental forcing. The continental response to
precessional forcing, and the oceanic response to these continental changes, vary in time and space

and thus rectify the annual mean change of the Atlantic ITCZ

The JJA ITCZ

In JJA, precipitation over the Atlantic Ocean in Ppax increases between 5°S-5°N, while it decreases
between 5°N and 10°N (Fig. 2.7A, contours). These simulated changes in precipitation could be
driven by temperature-induced changes in specific humidity (‘thermodynamics’), by changes in the
mean circulation (‘dynamics’), by changes in transient eddy moisture convergence or by changes

in evaporation. While Merlis et al. (2013) in an aquaplanet simulation attributed precessionally
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Figure 2.6: Schematic illustrating the main processes affecting the position and intensity of the Atlantic ITCZ
for JJA (top) and DJF (bottom), Pmax—Pmin. Changes in precipitation are indicated by green (wetter) and brown
(drier) shading; contours indicate changes in surface shortwave radiation, with darker colors representing larger
changes; red (left-slanted) and blue (right-slanted) hatching show surface warming and cooling respectively;
black arrows indicate changes in surface winds, while grey arrows show changes in vertical circulation

induced changes in the ITCZ mostly to thermodynamic processes, a decomposition of the moisture
budget in our simulations (along the lines of e.g. Trenberth & Guillemot, 1995, Clement et al, 2004,
Held & Soden, 2006, Seager et al, 2010) indicates that the dominant contribution to JJA precipitation
changes over the Atlantic are changes in the mean circulation, in particular its convergence (see
Appendix A). We suggest that in this season, the meridional position of the Atlantic ITCZ is impacted
by surface temperature changes over Africa, while its intensity is affected by changes in the African
summer monsoon.

Between March and August there is a Pyax-induced anomalous reduction in TOA shortwave
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Figure 2.7: JJA Puax—Pmin change in (A) 2m temperature (°C; colors) and precipitation (contour levels
2 mm/day); and (B) cloud fraction (colors) and surface winds (m/s; vectors)

radiation throughout the entire tropics (Fig. 22B). Figure 2.7a shows the resulting changes in JJIA
2m temperature and precipitation. Over northern Africa (>20°N), where climatological soil moisture
is low, the reduction in insolation leads to strong continental cooling. South of 20°N, it causes a
weakening of the climatological African summer monsoon and equatorial precipitation: total precip-
itation over the African continent in Pyax is reduced by 35% in MAM and 81% in JJA (see Table 2.2;
Fig. 2.7A). This weakening is accompanied by a reduction in cloudiness (Fig. 2.7B) and evaporative
cooling that creates a net surface forcing opposite in sign to the original TOA forcing. This results in
a reduction of the Pyax cooling between 10°S-10°N, and even a slight warming between 10°N-20°N
(Fig. 2.7A).

As shown by Chiang et al. (2001), the North Atlantic trade winds strongly respond to remote
influences such as ENSO and continental forcing (unlike the Atlantic cross-equatorial winds, which
are very sensitive to changes in the cross-equatorial SST gradient). The reduction of continental
temperatures over northern Africa drives wind changes that advect dry air southward, and strengthen
the North Atlantic trades in Puax (Fig. 27B). This intensification of the trade winds sets up an
anomalous meridional SST gradient that alters the meridional position of the Atlantic ITCZ through

the boundary layer mechanism.
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Figure 2.8: Zonal mean SST (°C) over the Atlantic (40-20°W) for (A) Pumax; (B) Pming (C) Pmax—Pwmin. The
black line indicates the position of the ITCZ as measured by the location of zero meridional wind speed for
Pumax (solid) and Pyin (dashed). Insets on the right show the corresponding annual mean. Contours in (C)
show Pmax—Pmin TOA insolation, as in Fig. 2.2B

Figure 2.8 shows the Ppyax and Payin zonal mean Atlantic SSTs and their difference, averaged
between 40°W and 20°W. Generally the maximum precipitation, maximum SST and the confluence
line are closely co-located, with the notable exception of Pyin JJA, when the precipitation maximum
is located in between the confluence line and SST maximum (Figs. 25 and 2.8). Previous work
has indicated that SST and precipitation maxima do not co-locate when meridional pressure gradi-
ents play an important role in driving moisture convergence (e.g. Tomas & Webster, 1997). Indeed,
Fig. 2.8C indicates that the anomalous northward ITCZ shift in Pyn JJA coincides with the onset of
an anomalous meridional SST gradient.

The role of the strengthening trade winds in driving the onset of this anomalous meridional SST

gradient can be illustrated through a calculation of the mixed layer heat budget. The time evolution
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of the vertically integrated mixed layer temperature is given by the SST equation:

oT
CpPOHE = Do + Qnet

= Do+ Qsw + Quw + Quy + Qs (2.7)

Here T is SST, ¢, is the specific heat capacity at constant pressure, pg the density of seawater, and
H the seasonally and spatially varying mixed layer depth. Qsw, Qw, Qun, and Qsy are the surface
heat fluxes from shortwave and longwave radiation, latent heat and sensible heat respectively. D,
represents the changes in mixed layer temperature due to ocean heat transport (three-dimensional

advection and mixing). We can calculate the change in mixed layer heating rate from

aT
0 (CppOHat ) = 0Qsw +0Quw +0QrH
+0QsH + 0D,, (2.8)
which after some manipulation becomes
aT 1 1
Z o 0 0
3t = oo o {0Qsw + 0Quw + 0Qup
oH [dT
+6Qsh + 6D} — () : (2.9)
HPMAX at PM\N

where 0 is the difference operator Ppax—Pmin-

Figure 2.9 shows these various contributions to the change in heating rate. Note that the negative
latent heat and sensible heat flux changes are plotted so that blue and red correspond to cooling
and heating respectively. The ocean heat transport term in Fig. 2.9F was calculated as the residual
from the surface heat fluxes and the cppoH% term. Over the ocean, there is generally a 1-2 month
lag between insolation forcing and surface temperature changes. In order to understand the onset
of the anomalous SST gradient in May, as seen in Fig. 2.8C, we therefore need to understand the

contributions to 5% in March (referenced by the solid green line in Fig. 2.9).
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Figure 2.9: Zonal mean contributions to the Ppmax—Pmin change in heating rate (°C/month) of the Atlantic
Ocean (40-20°W) mixed layer (A), from (B) a change in shortwave radiation; (C) a change in longwave radiation;
(D) a change in latent heat flux (negative plotted); (E) a change in sensible heat flux (negative plotted); (F)
changes in advection and mixing; (G) changes in mixed layer depth; see Eq. (2.9). Insets on the right show
the corresponding annual mean; green lines indicate the March (solid) and September (dashed) months for
reference. Contours in (D) show Pyax—Pwmin wind speed
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The TOA insolation forcing shown in Fig. 2.28B shows little meridional gradient in boreal spring.
At the surface, net shortwave radiation 0Qsw (Fig. 2.9B) shows a strong cooling between 20°S and
10°N which is due to a Ppmax increase in cloudiness over these latitudes (Fig. 2.7B) following the
precipitation changes of Fig. 25C. By contrast, the total anomalous heating rate plotted in Fig. 2.9A
shows strongest cooling in boreal spring over the North Atlantic. This cooling is the result of an
anomalous Ppax increase in the surface latent heat flux (Fig. 2.9D) which cools the North Atlantic
starting in March, while a decrease in latent heat flux warms the Atlantic just south of the equator.
Throughout boreal spring and summer, the changes in latent heat flux continue to warm the Atlantic
south of 5°N and cool it north of that in Ppax. The dipole in latent heat flux changes is formed by
the Pmax strengthening of the trade winds over the North Atlantic, and a weakening of the cross-
equatorial winds in boreal spring and summer (Fig. 278 and contours in Fig. 2.9D). It is a clear
indication that the WES feedback is at work: The Ppax cooling of the North Atlantic caused by
the boreal spring strengthening of the trades reduces the meridional SST gradient, which keeps the
region of convergence close to the equator, weakening the cross-equatorial winds, and warming the
equatorial region (Fig. 2.9D). This warming further reduces the meridional SST gradient (Fig. 2.8C)
and keeps the ITCZ south. The opposite is the case in the Py simulation, where an increased
meridional SST gradient pushes the Atlantic ITCZ north (Fig. 25C).

Coincident with the latent heat flux anomalies, changes in ocean heat transport warm the Atlantic
south of 5°N in Pmax (Fig. 29F). They further contribute to the Ppax weakening of the meridional
SST gradient in boreal spring and summer. The longwave, sensible heat, and mixed layer terms of
Eqg. (2.9), shown in Figs. 29C, E, and G respectively, contribute little to these heating rate changes.
These results thus indicate that through the boundary layer mechanism and amplified by the WES
feedback, precessional changes in African temperature and resulting surface wind changes alter the
meridional position of the Atlantic ITCZ. While the entire South American continent cools in response
to the Pmax forcing (Fig. 2.7A), this cooling does not induce surface wind changes that can impact
the ITCZ position (Fig. 2.7B).

Figure 2.10 shows JJA cross-sections of vertical velocity changes averaged over various latitude
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Figure 2.10: JJA Pyax—Pmin change in vertical velocity (Pa/s; colors) and potential temperature anomalies
with respect to the vertical average (contour levels 0.5°C) for various latitude bands across the tropical Atlantic:
(A) 15°N=25°N; (B) 5°N-15°N; (C) 5°S-5°N; (D) 15°S-5°S; (E) 25°S-15°S. Black bars indicate land
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bands. Between 15°S and 5°N, vertical velocity changes over the ocean are opposite in sign to
those over the continents (esp. Africa), showing that convection over the ocean decreases when it
increases over land. The vertical profile of change in this area is very different from that north of 5°N,
where over the Atlantic Ocean (50°W-20°W) the response is mostly limited to the boundary layer.
Contours in Fig. 2.10 show potential temperature anomalies with respect to vertical mean changes.
Throughout the tropics, the upper troposphere cools compared to the lower troposphere, indicating
reduced stability. Together, the vertical velocity and potential temperature changes suggest that the
mechanisms described by Biasutti et al. (2004) are at work: the decrease in continental precipitation
cools the upper troposphere due to a reduction in diabatic heating, which then reduces the large-scale
stability profile and increases convection in areas where the background stability is weak. Between
5°S and 5°N, the diabatic heating (not shown) resulting from the continentally-driven increase in
oceanic precipitation partially offsets the large-scale cooling in the upper troposphere. Because
climatological precipitation over South America is low in this season, and precessional changes in
precipitation are small (Fig. 2.7A, Table 2.2), continental changes on the western side of the Atlantic
hardly impact the Atlantic ITCZ

The mechanisms described above are illustrated in the top panel of Fig. 2.6. The position of the
Atlantic ITCZ is affected by Ppmax continental cooling over northern Africa, which increases the North
Atlantic trades, and through the WES-feedback and wind-induced changes in ocean heat transport
reduces the cross-equatorial SST gradient, keeping the Pyax ITCZ south. A Pyax weakening of the
African summer monsoon affects the large-scale stratification profile by cooling the upper troposphere,
increasing precipitation in areas that are already unstable, thus changing the intensity of the Atlantic
ITCZ. As we shall see in the next section, the magnitude of the processes described above is not

seasonally symmetric, thus rectifying the precipitation response in the annual mean.
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The DJF ITCZ

The response of the Atlantic ITCZ to DJF forcing is markedly different from the JJA changes described
above. As seen in Fig. 25, the Pyax rainfall maximum attains the same southernmost position
as that of Pyin. Figure 2.11A shows that in DJF Pmax precipitation decreases over much of the
Atlantic, except close to the African continent. The magnitude of the DJF precipitation response is
smaller than that in JJA. An analysis of the DJF moisture budget components indicates that again,
the precipitation changes over the ocean are dominated by changes in wind convergence rather than
specific humidity (Appendix A, Fig. A.2). Our coupled model simulations suggest that in this season,
changes in continental temperature fail to alter trade winds significantly (Fig. 2.11) and initiate the
WES feedback. Changes in precipitation over both Africa and South America affect the intensity of
precipitation over the Atlantic but not its location.

The TOA Pmax—Pmin shortwave forcing in boreal winter (Fig. 2.2B) is almost the exact mirror
image of the boreal summer forcing. From approximately October to March, incoming shortwave
radiation in Ppmax exceeds that in Pyn throughout the entire tropics, with the strongest forcing
over the Southern Hemisphere. In response to this anomalous Pyax increase in insolation in boreal
fall and winter (Fig. 2.2B), the entire African continent warms up, as shown in Fig. 2.11A for DJF.
Between 10°N-20°N the increase in insolation is amplified by an increase in downward longwave
radiation (not shown). South of 10°N, the increase in shortwave radiation leads to an increase in
precipitation over the African continent (by as much as 86% in DJF (Table 2.2)). As for JJA, precipitation
changes over continental Africa in DJF mostly derive from changes in tropospheric convergence, with
smaller contributions from evaporation changes and, over southern Africa, a nonlinear and surface
term (Fig. A2; see explanation in Appendix A). The resulting increase in cloudiness (Fig. 2.11B) and
evaporative cooling partially (but not entirely) offset the expected warming (compare Fig. 2.7A and
Fig. 211A).

The positive Ppax shortwave forcing enhances the austral summer monsoon over South America.

Total precipitation over the South American continent increases by 36% in DJF (Table 2.2). The
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Figure 2.11: DJF Pmax—Pmin change in (A) 2m temperature (°C; colors) and precipitation (contour levels
2 mm/day); and (B) cloud fraction (colors) and surface winds (m/s; vectors)

increase in precipitation largely derives from an increase in wind convergence, but is partially offset
by a decrease in moisture advection as increased evaporation over the continent decreases the land-
ocean humidity gradient (see Appendix A, Fig. A2). The entire South American continent warms in
response to the positive shortwave forcing (Fig. 2.11A), although here as well, continental warming
is limited by increased cloudiness (Fig. 2.11B) and latent heat flux.

Even though the Pyax increase in TOA insolation is strongest over the Southern Hemisphere
(Fig. 2.2B), continental warming is most pronounced over northern Africa (Fig. 2.11A). This warming
causes a thermal low that slightly weakens the Pmax North Atlantic trades (Fig. 2.11B). As evidenced
by the heat flux analysis in Fig. 2.9, this weakening leads to a reduction in oceanic latent heat flux
(Fig. 2.9D) and shallowing of the mixed layer (Fig. 2.9F) that warm the North Atlantic . This keeps
the Pmax ITCZ north (Fig. 25) at a time when the climatological ITCZ is moving south. At the same
time, the southern tropical Atlantic is warming (Fig. 2.9A) due to the Ppax increase in shortwave
radiation (Fig. 29B). As a result, no meridional heating gradient develops, and the WES-feedback
cannot enhance the meridional shift; between December and May the entire tropical Atlantic warms
up (Fig. 2.8C). The overall warming is opposed by ocean heat transport changes (Fig. 2.9E) that cool

the equatorial and South Atlantic. Changes in longwave radiation and sensible heat flux (Figs. 2.9C
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and e respectively) again play a negligible role. The boundary layer mechanism that was shown to
be essential for the JJA meridional ITCZ shift is thus of minor importance in DJF. This is also shown
in Fig. 2.12 which shows that there is very little boundary layer response in this season, indicating
that a full troposphere response to diabatic heating dominates over the boundary layer mechanism.
Figure 212 shows DJF cross-sections of vertical velocity changes in various latitude bands over
the tropical Atlantic. Much like in JJA, vertical velocity changes between 15°S and 5°N over the
Atlantic ocean are opposite in sign to those over the continents. The strengthening of the austral
summer (DJF) South American and African monsoon systems under maximum precession is associated
with increased upward motion over land, in particular over Africa between 5°S and 5°N (Fig. 2.12).
The associated convective heating (not shown) warms the upper troposphere (contours in Fig. 2.12),
making it more stable and reducing convection over the ocean in Pwyax (Figs. 25, 211A). Biasutti
et al. (2004) showed that convection changes over South America and southern Africa play comparable
roles in driving precipitation anomalies in the Atlantic ITCZ. The precipitation changes over the South
American and African continents in DJF are smaller than those in JJA (Table 2.2; Figs. 2.7A and 2.11A)
so the full troposphere response in this season is weaker as well (compare Figs. 2.10 and 2.12).
Even though the DJF Pmax-Pmin change in TOA shortwave forcing is almost the exact mirror
image of the JJA forcing (Fig. 2.2B), the ITCZ response to this forcing is markedly different. The
mechanisms described in this section are summarized in the bottom panel of Fig. 2.6. Despite
stronger shortwave forcing in the Southern Hemisphere, the strongest continental heating is found
over Northern Africa, leading to a slight weakening of the North Atlantic trades and warming of the
North Atlantic. Because the South Atlantic is warming at the same time, meridional SST gradients are
muted and the WES feedback does not operate. The net effect is that the position of the ITCZ does not
change. Atlantic precipitation is mostly impacted by an increase in continental precipitation, which
through diabatic heating and resulting changes in large-scale stratification decreases the intensity

of oceanic precipitation.
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Figure 2.12: DJF Puax—Pmin change in vertical velocity (Pa/s; colors) and potential temperature anomalies
with respect to the vertical average (contour levels 0.5°C) for various latitude bands across the tropical Atlantic:
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2.4 Discussion

2.4.1 Nonlinear rectification of the annual mean response

In this study we analyze the response of annual mean precipitation over the Atlantic Ocean to
precessional forcing. In an annual mean sense, the precipitation change over the tropical Atlantic
(Fig. 2.4B) seems to be in accordance with the paradigm of the summer hemisphere with more
insolation getting wetter. However, looking at the seasonal response in Fig. 25C, we see that Atlantic
precipitation actually decreases in the season with more insolation. Section 2.3.2 showed that the
response of the Atlantic ITCZ to seasonally symmetric precessional forcing is strongly seasonally
asymmetric. We propose that the continents bordering the Atlantic Ocean play a key role in creating
this asymmetry (see Fig. 2.6). The following processes are identified as being responsible for rectifying

the annual mean response of the Atlantic ITCZ to precessional forcing:

e The differential continental response to seasonal TOA insolation forcing:

— The response of the continental monsoon to seasonal insolation changes is much larger in
JIA than in DJF (see Table 2.2; compare Fig. 2.7A to Fig. 2.11A and Fig. 2.10 to Fig. 2.12).
As a result, the continental diabatic forcing affecting the intensity of oceanic precipita-
tion will be stronger in JJA as well, skewing the annual mean response. Biasutti et al.
(2004) showed that an increase in insolation affects precipitation over different parts of the
African continent in different ways: Over southern Africa, it lowers atmospheric stability
by causing low-level warming; over North Africa the atmosphere becomes more unstable
because increased monsoon flow brings more low-level moisture. Hence, a strengthen-
ing of the seasonal cycle in the Northern Hemisphere affects precipitation over Africa

differently than a strengthening of the seasonal cycle in the Southern Hemisphere.

— Figs. 27A and 2.11A show that the strongest continental temperature response is always

found somewhere over northern Africa, even though in DJF the strongest shortwave forcing
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is over southern Africa. This differential response relates to climatological differences in

soil moisture, ground evaporation, and monsoon location.

e The boundary layer mechanism and WES feedback:

— Chiang et al. (2001) and Xie & Saito (2001) argued that surface winds over the northern
tropical Atlantic are more sensitive to continental forcing than winds over the equatorial
and southern tropical Atlantic. Under precessional forcing the boundary layer response
and resulting WES feedback (Fig. 29D) are therefore stronger in JJA, when the largest
shortwave forcing is located in the Northern Hemisphere (Fig. 2.2B). The right-hand panel
of Fig. 29D shows that the latent heat flux contribution to SST changes is strongly rectified

in the annual mean, in particular over the North Atlantic.

— The boundary layer mechanism, shifting the position of the oceanic ITCZ in response to
a seasonally rectified SST gradient, will also lead to a rectification of the annual mean

ITCZ position.

In recent years a framework has emerged in which changes in zonal mean ITCZ position can be
diagnosed by looking at inter-hemispheric energy changes and cross-equatorial energy transport.
Extratropical heating anomalies in particular, even when zonally bound (Kang et al, 2014), are
found to be able to impact the ITCZ position globally, with the ITCZ shifting away from the cooling
hemisphere (Broccoli et al, 2006, Kang et al., 2008, 2009, Chiang & Friedman, 2012, Donohoe et al,
2013, Schneider et al, 2014). Evidence for a high-latitude forcing of tropical climate comes from
numerous modeling and observational studies which suggest that changes in land and sea ice cover,
AMOC strength and meltwater pulses all can impact the meridional position of the ITCZ (Chiang
et al, 2003, Chiang & Bitz, 2005, Timmermann et al, 2007, Deplazes et al, 2013, Fuckar et al, 2013,
Marzin et al, 2013, Marshall et al, 2014, Menviel et al, 2014, Deser et al, 2015). Especially sea ice
cover is known to be strongly rectified by precessional forcing (Tuenter et al, 2005). In our model

simulations we find a strong increase in Northern Hemisphere annual mean sea ice extent under
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maximum precession, which in this framework would imply a southward shift of the ITCZ

Kang et al. (2014) recently argued that while regional extratropical cooling can shift the entire
ITCZ south, regional heating anomalies in the tropics cause a much more localized ITCZ response.
The zonal asymmetry of the tropical precipitation changes shown in Fig. 2.4B therefore suggests
that in response to precession, regional tropical dynamics have a stronger impact on annual mean
precipitation than extratropical processes (Clement et al., 2004). Without additional sensitivity ex-
periments however it is not possible to conclusively quantify the relative importance of tropical and
extratropical forcings, which in the real climate might well be time-evolving (see discussion below).

Previous studies have suggested that dynamical vegetation changes can amplify the (continental)
precipitation response to precession by altering surface albedo and soil moisture (Tuenter, 2004,
Claussen et al,, 2006, Timm et al,, 2010, Koenig et al, 2011). The land component in our modeling
experiments, CLM4, includes a carbon-nitrogen model, but does not calculate dynamical changes
in plant biogeography. We find that surface albedo changes in the land model do indeed amplify
the TOA insolation forcing in JJA. However, these changes are small compared to cloud changes

(Fig. 2.7B), so vegetation feedbacks play only a secondary role in our experiments.

2.4.2 Comparison with proxy records

A comparison of our modeling results against reconstructions of past precipitation on precessional

time scales is hampered by a number of caveats:

e Precession is not the sole driver of climate variability on long time scales. In addition to the
other orbital forcings (eccentricity, obliquity), the glacial cycles of the Pleistocene also saw
substantial variations in high latitude (sea) ice volume and extent and atmospheric greenhouse

gas concentrations.

e The strength of the precessional forcing is modulated by eccentricity. Over the last glacial
cycle, precessional forcing was strongest during MIS 5, while it was weakest during MIS 2 and

3, at the same time when global ice volume was nearing its peak. The relative importance of
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precessional forcing will thus vary over the course of the last glacial cycle, while the amplitude

of the forcing is always smaller than the idealized forcing applied in this study.

e Reconstructions of past precipitation are not straightforward and all indirect. It is therefore
not guaranteed that the proxy records of Fig. 2.1A all represent annual mean precipitation,
and not a seasonally weighted signal (e.g. Huybers & Wunsch, 2003, Laepple & Lohmann,
2009, Timmermann et al, 2014, for more discussion on seasonal biases), net precipitation, or

information about moisture source rather than amount.

Our modeling experiments found an enhancement of the summer monsoon systems with increased
summer insolation, as did numerous previous studies of past monsoons (e.g. Kutzbach & Otto-Bliesner,
1982, Tuenter et al, 2003, Braconnot et al,, 2008). This enhancement is also found in records from
northern Africa and South America and shown in Fig. 2.1A by the anti-phasing of the north African
humidity index of Tjallingit et al. (2008) and Gulf of Guinea sea surface salinity reconstruction of
Weldeab et al. (2007) with the South American cave records of Wang et al. (2004b), Cruz et al. (2005)
and Wang et al. (2007) and Bolivian salt flat sediment core of Fritz et al. (2004). The much-studied
African Humid Period, during which grass and low shrub vegetation expanded northward into the
Sahel-Sahara region, coincides with a maximum in NH summer insolation (Gasse, 2000, DeMenocal
et al,, 2000). The precessional response of the north African summer monsoon is limited during MIS 2
and 3, when eccentricity is low, and the high latitude ice sheets impact atmospheric circulation
over northern Africa (Weldeab et al, 2007, Tjallingit et al, 2008, Timm et al, 2010, Kuechler et al,
2013). This can be seen in Fig. 2.1B, where the phase relationship between precipitation maxima
and precession varies between precessional cycles.

Reconstructions of oceanic precipitation, L.e. position and intensity of the Atlantic ITCZ, are
scarce. Deplazes et al. (2013) argue that changes in sediment reflectance in Cariaco Basin (10°N)
are indicative of meridional ITCZ shifts. Their record mainly shows variability on millennial time-
scales, while variability on precessional time-scales is limited; maximum precipitation is not in phase

with maximum summer insolation (Fig. 2.1). In our modeling study, there is very little change in
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annual mean precipitation over Venezuela and the Cariaco Basin in response to precession (Fig. 2.4B),
suggesting that precipitation over this area might have a different seasonal sensitivity to precession.
Arbuszewski et al. (2013) inferred information about the timing and magnitude of meridional ITCZ
shifts since the LGM from a compilation of terrestrial and marine paleorecords. They find that the
ITCZ shifted southward during the LGM, and subsequently shifted northward during the Holocene.
While the southward shift at the LGM was likely strongly influenced by high-latitude processes
(see discussion above), the Holocene northward shift lends support to our finding that enhancement
of the terrestrial summer monsoon over north Africa (Ppmin) s accompanied by a northward shift of
the ITCZ (Figs. 25 and 2.7A). Unfortunately this reconstruction barely spans a precessional cycle,
making it difficult to assess the consistency of the response to precessional forcing throughout the
Pleistocene. To our knowledge there are no reconstructions of paleo-precipitation from the central
tropical Atlantic that could be used for a more robust comparison with our modeling results over the
ocean. The general agreement between our model simulations and paleo-reconstructions of tropical

precipitation give confidence that our results are robust, in spite of Atlantic mean state biases common

in GCMs (Section 2.2).

243 Eccentricity as a rectifier

As was noted before, the strength of the precessional cycle is strongly modulated by eccentricity:
The influence of precession is strong for high values of eccentricity, while it would be non-existent
if earth’'s orbit were perfectly circular. In this study we therefore used a high value of eccentricity
(0.067, the highest value over the past 51 Ma (Laskar et al, 2004)) to have the most pronounced
signal.

The eccentricity cycle itself is only associated with a small change in annual mean insolation. Yet
numerous records from the Pleistocene, Pliocene, and earlier times show substantial variability on
eccentricity time scales, in particular its strongest periodicity, 400,000 years (e.g. Tiedemann et al,

1994, Herbert, 1997, Tian et al,, 2002, Wang et al,, 2010). This variability must therefore come about
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Figure 2.13: Eccentricity rectification of annual mean precipitation (mm/day; colors) and surface winds (m/s;
vectors); see Eq. (2.10)

through nonlinear rectification of the precessional cycle. A measure of this rectification is the degree
to which the mean between maximum (Ppmax) and minimum (Pymin) precession deviates from the zero
eccentricity state (Ezero):

XPyay T XP
Xroct = —MAX 5 MIN — XEero (2.10)

This eccentricity rectification is shown for precipitation and surface winds in Fig. 2.13. The precipi-
tation and wind changes shown in this figure are quite substantial. They amount to ~10-20% of our
modeled precessional changes (Figs. 2.7 and 2.11).

Eccentricity rectification over the continents is especially apparent over northern Africa, where
there might be strong soil moisture and vegetation feedbacks rectifying the response, and equatorial
Africa, suggesting interactions with the Atlantic cold tongue. Over the ocean, there is a meridional
shift of the ITCZ that is associated with strong wind changes over the Atlantic and near the coast of
Africa. These wind changes imply changes in upwelling and hence productivity changes that could
be reflected in the 6'3C records containing 400 ka eccentricity variability (Tiedemann et al, 1994,

Herbert, 1997, Tian et al, 2002, Wang et al., 2010).
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2.5 Summary & Conclusion

A simplified view of the response of tropical hydroclimate to precessional forcing is that precipitation
increases with local summer insolation (Masson-Delmotte et al, 2013). Many previous modeling
studies have therefore focused on the seasonal response of tropical precipitation to precession. Here
we compare two idealized experiments with the earth system model CESM1.0.3 to address the
mechanisms that rectify the annual mean precipitation response to precessional forcing. The model
simulations are run with maximum precession Pyax and minimum precession Pyyn; eccentricity is
set to 0.067 to maximize the response (see Table 2.1).

In the zonal annual mean, the tropical precipitation response follows the expected pattern of the
summer hemisphere with more insolation getting wetter (Fig. 2.4A). However, the regional character-
istics of annual mean precipitation changes (Fig. 2.4B) are much more complex, especially over the
oceans. This suggests that classical zonal mean frameworks of understanding the ITCZ are not able
to explain regional changes. In our analysis we focus on the Atlantic Ocean, which displays a merid-
ional dipole response in precipitation with its axis north of the equator. The dipole is asymmetric,
with an annual mean ocean precipitation response that is stronger south of its axis than north of it.
Although the annual mean precipitation response over the Atlantic seems to follow the paradigm of
summer hemisphere with more insolation getting wetter, a closer examination of its phase reveals
that this is not true on an instantaneous basis. Figure 25C shows that Atlantic precipitation actually
decreases in the season with more TOA insolation.

The simulated seasonal precipitation response mostly derives from changes in the mean circu-
lation, in particular changes in atmospheric divergence (see Appendix A). This is in contrast to the
findings of Merlis et al. (2013), who in an aquaplanet simulation with slab ocean and fixed clouds
attributed a precessionally induced ITCZ shift to thermodynamic processes. Our results therefore
show the importance of continents, dynamic ocean processes and cloud changes in driving the trop-
ical precipitation response to precession. In our simulations, seasonal temperature and precipitation

changes over the continents play a key role in driving precipitation changes over the Atlantic ocean
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(Fig. 2.0).

Temperature changes over northern Africa in boreal spring and summer (Fig. 2.7A) lead to wind
changes over the North Atlantic (Fig. 2.7B), which through changes in the latent heat flux (Fig. 2.9D)
set up an anomalous SST gradient (Fig. 2.8C) that affects the position of the ITCZ (Fig. 25C). This
boundary layer mechanism is amplified by the WES-feedback (Fig. 2.9D) and changes in equatorial
ocean heat transport (Fig. 29F). Under maximum precession, continental temperatures in boreal spring
and summer decrease in response to a reduction in TOA insolation, strengthening the trades, reducing
the meridional SST gradient, and keeping the ITCZ south. These processes are illustrated in the upper
panel of Fig. 2.6. Similar mechanisms do not operate in boreal fall and winter, when TOA insolation
forcing is stronger over the Southern Hemisphere (Fig. 2.2B). This is because continental temperatures
over southern Africa show a weaker response to insolation forcing (compare Fig. 2.7A to 2.11B) and
oceanic winds are particularly sensitive to continental forcing over the North Atlantic (Chiang et al.,
2001, Xie & Saito, 2001). This asymmetric seasonal change in ITCZ position leads to an annual mean
change in Atlantic ITCZ position.

Continental monsoon changes and their associated diabatic forcing alter the stability of the
troposphere and impact the intensity of precipitation over the ocean. Figure 2.6 shows schematically
how under maximum precession, precipitation over the African continent decreases in boreal spring
and summer (Fig. 2.7B), increasing precipitation over the Atlantic ocean (Fig. 2.10). In boreal fall and
winter, Ppax precipitation over southern Africa and South America increases (Fig. 2.11B), leading to
a reduction in oceanic precipitation (Fig. 2.12). Because the continental precipitation response to
precessional forcing is stronger in JJA than in DJF (Table 2.2), the annual mean response is skewed
towards this season. It should be noted that we are analyzing a strongly coupled system, which
means that without additional sensitivity experiments we cannot conclusively prove our proposed
path of causality. However, further diagnosis using the Fnet framework of Neelin & Held (1987)
(not shown) supports the idea that changes in moisture convergence over the continent are a direct
response to shortwave forcing, unlike oceanic precipitation changes which are indirectly forced.

Direct comparison of our modeling results with paleoproxies is precluded by the fact that there

54



Chapter 2. Rectification of Atlantic precipitation to precessional forcing

are no long proxy records representing oceanic precipitation over the Atlantic. Reconstructions of
continental precipitation over Africa and South America confirm our finding that continental precip-
itation follows the summer hemisphere with more insolation (Gasse, 2000, DeMenocal et al, 2000,
Fritz et al,, 2004, Wang et al., 2004b, Cruz et al,, 2005, Wang et al,, 2007, Weldeab et al., 2007, Tjallingii
et al,, 2008). A sediment record from Cariaco Basin (Deplazes et al, 2013) is interpreted as reflecting
shifts in ITCZ, but these occur mostly on millennial timescales. In our model, Cariaco Basin is not very
sensitive to the phases of precessional forcing compared here. A reconstruction of ITCZ position by
Arbuszewski et al. (2013) suggests that the ITCZ shifted northward during the mid-Holocene, which
would be in line with our findings. However, their reconstruction only goes back to the LGM, so
further comparisons cannot be made. During MIS 2 and 3, when precessional forcing was weak, and
the climate system was in a glacial state with strong global cooling, high-latitude (millennial) forcing
likely dominated over the local precessional response.

Our results show that while orbital TOA insolation forcing is the same at all longitudes, regional
responses are strongly zonally asymmetric as a result of interactions between terrestrial processes,
oceanic changes and remote influences. They illustrate the importance of considering the seasonality

of climatic forcings, even when studying annual mean climate change.
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CHAPTER

Nonlinear response of the Antarctic ice sheet to
Quaternary sea level and climate forcing

The Antarctic ice sheet (AIS) has varied substantially during the Late Quaternary, contributing
more than 10 m to glacial sea level drop and losing an estimated 3-6 m sea level equivalent
(SLE) ice volume during warm interglacials. With its large marine margins, the AIS is sensitive
to oceanic as well as atmospheric forcing, but the relative contributions of Quaternary climate
forcings remain poorly constrained, with previous modeling studies relying heavily on parame-
terizations of past climate evolution. Here we present results from simulations with an Antarctic
ice sheet model over the past 408,000 year, forced with spatially and temporally varying climate
anomalies from a transient climate simulation, in addition to reconstructions of global sea level
change. The simulated AIS variability has a glacial-interglacial amplitude of 10-12 m SLE. Sen-
sitivity experiments in which atmospheric, ocean temperature and sea level forcing are applied
individually show that the full ice sheet response is a non-linear superposition of the individual
drivers. Sea level and atmospheric temperature changes are the most important pacemakers of
glacial inception and termination, with both atmospheric greenhouse gases and precessionally-
driven long summer lengths contributing to deglacial surface melt peaks. When we include a
number of recently proposed instability mechanisms to our model simulations, parts of the AIS
collapse during warm interglacials such as Marine Isotope Stage (MIS) 5e and MIS 9. In this
case, atmospheric pre-conditioning from CO; and precessional forcing enhances calving rates and
grounding line retreat. Whereas the validity and sensitivity of these mechanisms still requires
further investigation, our study demonstrates that the seasonal and spatial evolution of various
types of climate forcings are important in determining the overall ice sheet response.

Based on: Tigchelaar, M., Timmermann, A, Pollard, D, Friedrich, T. & Heinemann, M. (in preparation) Nonlinear
response of the Antarctic ice sheet to Quaternary sea level and climate forcing. The Cryosphere.
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3.1 Introduction

Recent observations of accelerated Antarctic mass loss (Rignot et al, 2011, Paolo et al, 2015) have
raised concerns over the future stability of the Antarctic Ice Sheet (AIS) and its contribution to
future global sea level rise (Joughin & Alley, 2011). But the opposing effects of rising temperatures
on accumulation and oceanic melt rates (Hellmer et al, 2012, Frieler et al, 2015), combined with
uncertainties in projected climate change and ice sheet dynamics, create widely ranging sea level
rise estimates (Church et al, 2013). Studying the past evolution of the AlS advances our understanding
of the sensitivity of the Antarctic mass balance to various climatic forcings, i.e., changes in atmospheric
temperature, accumulation rates, oceanic conditions and sea level. Reconstructions of ice sheet extent
indicate a diachronous retreat of the AIS after the Last Glacial Maximum (LGM) ~20,000 years ago
(20 ka), when the grounding line of much of the AIS extended to the continental shelf break (Bentley
et al, 2014). This implies that spatial differences in climatic drivers and ice sheet dynamics were
important for the Quaternary evolution of the AIS (Golledge et al, 2012). However, due to the nature
of geological and glaciological methods, reconstructions of AlS evolution are limited in spatial extent
and temporal resolution. Other studies have tried to deduce Antarctic ice volume changes from far-
field sea level records, but the Antarctic contribution to interglacial sea level highstands (Dutton et al.,
2015) and rapid sea level rise during deglaciations (Carlson & Clark, 2012) — and thus its sensitivity
to external forcing — remains poorly constrained. Modeling past AlS variability can help provide such
constraints and address how different forcing agents interact on centennial to multi-millennial time
scales.

Unlike the Greenland ice sheet, the Antarctic ice sheet has large marine-based margins, meaning
that it interacts with the marine as well as the atmospheric environment. The accelerated mass loss
of Pine Island Glacier during the past few decades for instance, has been attributed to enhanced
sub-shelf melting in response to warming oceans and changing ocean circulation (Jacobs et al, 2011,
Pritchard et al, 2012). The collapse of the Larsen B ice shelf in 2002 on the other hand, is thought

to be the result of pre-conditioning by a warming atmosphere (van den Broeke, 2005). The Antarctic
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ice shelves have a buttressing effect on the grounded ice sheet, and thus play an important role in
determining the stability of the AIS. Disintegration of ice shelves can lead to rapid discharge from
and acceleration of the grounded ice sheet, in particular when the bed deepens towards the ice sheet
interior (a process referred to as ‘'marine ice sheet instability’) (Schoof, 2007, Joughin & Alley, 2011).
At the same time, future projections of AIS evolution suggest that in a warming world, accumulation
rates will increase as a result of increased atmospheric moisture content, leading to growth of in
particular the East Antarctic ice sheet (EAIS) (Huybrechts et al.,, 2004, Frieler et al,, 2015). During the
glacial cycles of the Late Quaternary, an additional driver was at play: Changes in eustatic sea level
(Fig. 3.1C) affect the ice flux at the grounding line, turning grounded ice into floating ice for rising sea
level, and vice versa. Previous modeling studies of Quaternary AIS evolution have identified global
sea level as an important pacemaker, especially for the West Antarctic ice sheet (WAIS) (Ritz et al,
2001, Huybrechts, 2002, Pollard & DeConto, 2009).

Quaternary climate change is driven by variations in earth's axial tilt and orbit around the sun
(Milankovitch, 1941) — precession, eccentricity and obliquity (Fig. 3.1A,B) — and changes in atmo-
spheric greenhouse gas concentrations, primarily CO; (Fig. 3.1C) (Shackleton, 2000). Different cli-
mate variables respond differently to each of these forcings, resulting in a rich spectrum of Southern
Hemisphere climate variability in both reconstructions (e.g., Steig et al, 2000, Gersonde et al.,, 2005,
Cortese et al, 2007, Jouzel et al, 2007, Ho et al,, 2012) and modeling studies (e.g., Huybers & Denton,
2008, Menviel, 2008, Timmermann et al, 2009, He et al,, 2013, Timmermann et al,, 2014). Until now
however, efforts to model the long-term evolution of the Antarctic ice sheet have included climate
information of limited detail. Previous studies have either used heavily parameterized climate forcing
(Ritz et al., 2001, Huybrechts, 2002, Pollard & DeConto, 2009) or simplified climate and ice sheet con-
figurations (de Boer et al,, 2012, Stap et al,, 2014); have focused on equilibrium simulations of specific
time periods (Golledge et al,, 2012); or apply indexed interpolations of extreme climate states (Maris
et al,, 2015). All of these studies assume that Southern Hemisphere climate variables vary in pace
with either Antarctic temperature reconstructions (Petit et al, 1999) or the benthic oxygen isotope

record (Lisiecki & Raymo, 2005). They thus ignore the spatial and temporal heterogeneity of Quater-
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Figure 3.1: Climate drivers over the last 400 ka — (A) precession (esin(w), where e is eccentricity, w = 7+ @
and w is the angle between the vernal equinox and perthelion (Paillard, 2001); grey) and obliquity (red)
(Laskar et al, 2004); (B) monthly insolation anomalies (colors, contours ranging from +£65 W m~2), annual
mean insolation (black) and summer length (days with insolation >250 W m~? (Huybers & Denton, 2008);
purple) at 65 °S as a result of the orbital forcing in (A) (Laskar et al,, 2004); (C) atmospheric CO, concentration
(grey; Luthi et al, 2008) and global sea level (m) scaled from Lisiecki & Raymo (2005) according to Eq. 3.4.

nary climate variability, and show a high dependency on the details of the forcing parameterizations
(e.g. Pollard & DeConto, 2009).

The aim of this study is to better understand the roles of sea level and climate variability in driving
Antarctic ice sheet evolution during the Late Quaternary. To that end we have forced a state-of-the-
art Antarctic ice sheet model with spatially-varying and time-evolving atmospheric temperature,

precipitation and ocean temperature fields from a climate model simulation over the last four glacial
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cycles, as well as changes in eustatic sea level from Northern Hemisphere ice sheets. In addition, we
conduct a number of sensitivity experiments exploring the isolated role and superposition of individual
forcings and mechanisms contributing to past ice sheet instabilities. Section 3.2 provides a detailed
overview of our climate and ice sheet modeling setup. In Sect. 3.3 the main results are presented,
with Sect. 3.3.1 discussing Quaternary climate variability, Sect. 3.3.2 showing the contributions from
individual drivers and Sect. 3.3.3 discussing contributions to interglacial ice sheet retreat. Section 3.4

concludes this paper with a discussion and summary of our main findings.

3.2 Methods

The Late Quaternary orbital and greenhouse gas forcing shown in Fig. 3.1 is used to drive a transient
simulation with an Earth system model of intermediate complexity (EMIC) over the last four glacial
cycles (Sect. 3.2.1). Climate anomalies from this simulation together with time-varying global sea
level (Fig. 3.1C) are then used as boundary conditions for various sensitivity experiments (Sect. 3.2.2)
with the Penn State University Antarctic ice sheet model (Sect. 3.2.2) according to the equations

outlined in Sect. 3.2.2. Figure 3.2 shows a schematic illustrating this modeling setup.

3.2.1 Climate model

Our ice sheet model experiments are driven with transient climate anomalies spanning the last four
glacial cycles (408 ka to present; Timmermann et al,, 2014), derived from a simulation with the Earth
system model of intermediate complexity (EMIC) LOVECLIM (Goosse et al, 2010), which consists
of coupled atmospheric, ocean-sea ice and vegetation components. The atmospheric component
of LOVECLIM, ECBILT, is a spectral T21 (~5.625°%x5.625°), three-level model based on the quasi-
geostrophic equations extended by estimates of the ageostrophic terms (Opsteegh et al, 1998). The
model contains a full hydrological cycle and includes physical parameterizations of diabatic processes

(radiative fluxes, sensible and latent heat fluxes) in the thermodynamic equation.
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CLIO, the ocean sea-ice component, is a 3°x3°primitive equation ocean general circulation model
with twenty vertical levels, coupled to a thermodynamic-dynamic sea ice model (Goosse & Fichefet,
1999). It uses parameterizations to compute mixing along isopycnals, the effect of mesoscale eddies on
diapycnal transport and downsloping currents at the bottom of continental shelves. Finally VECODE
is a terrestrial vegetation model that consists of two plant functional types and non-vegetated desert
zones (Brovkin et al, 1997). Each grid cell is assumed to be partially covered by these three land
cover types, based on annual mean temperature and rainfall amount and variability.

For the transient climate model simulation, LOVECLIM was forced with time-evolving orbital
parameters (Berger, 1978) and reconstructed atmospheric greenhouse gas concentrations (CO2, CHy
and N;O) (Lithi et al,, 2008). The corresponding orbital forcing, annual mean and seasonal insolation
changes and CO; time series are shown in Fig. 3.1. In addition, Northern Hemisphere ice sheet
conditions were obtained from a transient experiment conducted with the Climate and Biosphere
Model, version 2 (CLIMBER-2), coupled to the Northern Hemisphere Simulation Code for Polythermal
Ice Sheets (SICOPOLIS) ice sheet model (Ganopolski & Calov, 2011). Orography, albedo and ice mask
variations from this simulation are interpolated onto the LOVECLIM grid, where in the presence of
land ice, the grid point albedo is set to 0.7 and the vegetation mask is modified. The orography,
albedo and ice mask of the Antarctic ice sheet remain constant throughout the simulation.

The orbital, greenhouse gas and ice sheet conditions are applied with a boundary acceleration
factor of 5 (Timm & Timmermann, 2007, Timmermann et al,, 2014). This means that 200 model years
correspond to 1000 calendar years. The LOVECLIM simulation is conducted using Last Glacial Max-
imum (LGM) ocean bathymetry (Roche et al., 2007) in order to avoid the internally generated Atlantic
meridional overturning circulation oscillations described in Friedrich et al. (2010). The present-day
climate sensitivity of the model version used here is 2 °C per CO; doubling. Our climate modeling

strategy is illustrated in the top half of Fig. 3.2.
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Figure 3.2: Schematic illustrating the modeling setup as described in Sect. 3.2.

3.2.2 Ice sheet model

The 408 ka climate anomalies from LOVECLIM are used to force a number of sensitivity experiments
with an Antarctic ice sheet model developed at Penn State University (Fig. 3.2; Pollard & DeConto,
2012b, Pollard et al,, 2015). This model is based on a combination of the scaled shallow ice and
shallow shelf approximations, and calculates the position of the grounding line using an ice flux
parameterization (Schoof, 2007). Basal sliding is calculated using a standard drag law, with the
basal sliding coefficients derived from a simple inverse method (Pollard & DeConto, 2012a). Bedrock

deformation is modeled as an elastic lithospheric plate above local isostatic relaxation; the equilib-
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rium bedrock state is taken to be modern observed (Bedmap2; Fretwell et al, 2013). The model is
discretized on a polar stereographic grid, which for our long sensitivity experiments has a 40 km

resolution.

Present-day climate forcing

For modern climate, surface input fields are obtained from the ALBMARP v1 database at 5 km resolution
(Le Brocq et al, 2010). First, annual mean atmospheric temperature T9* (Fig. 3.3A; van de Berg et al,
2006) and accumulation P° (Fig. 3.3B; Comiso, 2000) are interpolated onto the ice model grid. Then
a lapse rate correction of y = 0.008 °C m~" is applied to the atmospheric temperature to correct
for differences between observed (z°"°; Le Brocq et al, 2010) and model (z) surface elevation. The
seasonal cycle in atmospheric temperature is parameterized as a sinusoidal cycle with a range of
20 °C at sea level, increasing linearly with elevation to 30 °C at 3000 m and above (Pollard & DeConto,
2012h), giving T9(7). Surface melt rates are calculated using a positive degree-day (PDD) scheme
(Reeh, 1991) that uses different coefficients for ice (8 kg m™? °C~") and snow (3 kg m~? °C~") and
allows for seasonal refreezing as well as diurnal and synoptic variability (Pollard & DeConto, 2012b).
Present-day accumulation rates in the model do not contain a seasonal cycle, but are split into rain
and snow based on monthly temperatures.

While in reality melting at the ice shelf-ocean interface is a function of ocean temperature, salinity
and circulation in the ice shelf cavity (Jacobs et al, 1992), most ice sheet models used for long-term
simulations make use of parameterizations based on sub-surface ocean temperatures alone. This ice
model follows the parameterization developed by Martin et al. (2011) for the PISM-PIK model, where
oceanic melt is a function of the difference between ocean temperature and the depth-varying freezing
temperature of ocean water. Unlike Martin et al. (2011), the melt rate dependency on this temperature
difference is quadratic (Holland et al, 2008, Pollard & DeConto, 2012b). For modern conditions, the
model interpolates annual mean 400 m-depth ocean temperatures T°% from the World Ocean Atlas

(Locarnini et al, 2010) onto the ice sheet model grid (Fig. 3.3C). In areas outside the range of the
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Locarnini et al. (2010) dataset, ocean temperatures are propagated underneath the ice shelves using
a nearest neighbor interpolation. In addition, melt rates at vertical ice faces in direct contact with
the ocean are calculated by multiplying the area of each vertical face with the oceanic melt rates at
that grid point. Calving rates at the ice shelf edge are parameterized based on the large-scale stress
field, represented by the horizontal divergence of the ice shelf (Pollard & DeConto, 2012b, Nick et al,
2013).

Recently a new set of parameterizations was introduced to the ice sheet model representing
sub-grid scale processes that have been hypothesized to significantly increase the sensitivity of the
Antarctic ice sheet to climatic forcing (Pollard et al,, 2015). These parameterizations include increased
calving due to hydrofracture by surface melt and rainfall draining into crevasses (Nick et al., 2013), as
well as structural failure at the grounding line when the vertical face of ice cliffs is too tall (‘cliff failure’)
(Bassis & Walker, 2012). Combined, these two mechanisms have the potential to significantly reduce
ice shelf extent and buttressing in warm climates. Because these parameterizations still require
further validation against physical process studies, they are not included in our main simulations.
However, we have performed a sensitivity experiment with these mechanisms to test their possible
contribution to past interglacial sea level high stands (Dutton et al, 2015) (see Table 3.1; Sect. 3.2.2).

The mass balance terms in this study are calculated from a file written at run time that stores
accumulation (snow+rain), total ablation (abl), oceanic melt (ocn), melting at vertical ocean faces
(face) and calving (calv), averaged over the entire ice sheet area. The residual ablation, i.e, abl - ocn
- face - caly, represents the combined contributions of evaporation at the surface, melting at the base
of the ice sheet, and percolation of rain, surface melt water and frictional melt water to the base of
the ice sheet, minus refreezing in the ice column. Evaporation and basal melting are both very minor,
and surface melt dominates the percolation term; therefore we refer to the residual ablation term as

‘surface melt’.
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Figure 3.3: Climate forcing on the ice model grid — (left) Present-day climate conditions (Locarnint et al, 2010,
Le Brocq et al,, 2010), (second from left) LOVECLIM bias with respect to present-day climate, (third from left) first
EOF and (right) first PC1 in LOVECLIM for (top) annual mean atmospheric temperature, (middle) annual mean
accumulation (observed) and precipitation (LOVECLIM) and (bottom) annual mean ocean temperature at 400 m
depth. For annual mean temperature the LOVECLIM temperatures were first adjusted to observed elevations
(Le Brocq et al, 2010) using a lapse-rate correction of 0.008 °C m~'. The atmospheric and ocean temperature
biases are plotted as LOVECLIM—observed, while the precipitation bias is plotted as LOVECLIM/observed. In
addition, (J) shows a composite of reconstructed temperature anomalies from ice cores (°C, orange; locations
indicated by black dots in (G); Parrenin et al, 2013), (K) shows a composite of reconstructed accumulation
anomalies from ice cores (o, green; locations indicated by black dots in (H); Steig et al, 2000, Bazin et al,
2013, Vallelonga et al, 2013) and (L) shows reconstructed SST anomalies at 80 °W, 54 °S (°C, blue; Ho et al,
2012). Percentages in (J)-(L) indicate percent variance explained by the first principal component.

Climate and sea level forcing over the last 408 ka

Previous simulations of Antarctic ice sheet evolution through the Late Quaternary with the Penn

State ice sheet model have used spatially homogeneous parameterizations of paleo-climate based on

68



Chapter 3. Nonlinear Antarctic response to Quaternary sea level and climate forcing

the benthic oxygen isotope record of Lisiecki & Raymo (2005) and 80 °S summer insolation (Pollard &
DeConto, 2009, 2012b). These parameterizations thus assume that atmospheric temperature, precip-
itation and ocean temperature all vary in concert with each other and global climate, with summer
insolation pacing seasonal variability. While these simulations have helped to reveal the range of
past Antarctic variability, their strong assumptions about the timing of climate forcing preclude an
evaluation of the contribution of individual drivers to the global sea level record. For this reason,
instead of parameterizing the paleo-climate forcing of the Late Quaternary, we force the Penn State
ice sheet model with climate anomalies from the 408 ka transient experiment described in Sect. 3.2.1.

The climate anomalies are calculated with respect to the LOVECLIM climatology over the last
200 model years (representing 1000 calendar years) and are applied and updated every 1000 ice
sheet model years. For atmospheric temperature T,, a lapse rate correction of y = 0.008 °C m~'
is applied to correct for differences between LOVECLIM orography z'C and present-day Antarctic
elevation (z°P°; Le Brocq et al, 2010), in addition to differences between present-day elevation and
elevation at time t (z(t)). Subsequently, monthly temperature anomalies are added to the present-day

temperature field (Fig. 3.3A; Sect. 3.2.2):

Ta(t, ) = To5(7) — y x (Z(t) _ Zobs)

(T =T ) =y (A=), (3.1)

where t indicates time in years, T represents month of year, y is the lapse rate and superscripts ‘obs’
and 'LC" indicate present-day and LOVECLIM climatologies respectively.

Because the ice sheet model does not include a seasonal cycle for present-day precipitation,
precipitation anomalies are calculated with respect to annual mean precipitation. Instead of adding
the anomalies to the present-day field, as done for atmospheric temperature, present-day precipitation

(P°P%) is multiplied with the ratio of monthly LOVECLIM precipitation at time t (P'“(t, 7)) to present-
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day LOVECLIM precipitation (P"(0)):

P(t, 7) = P> x (PLC(”)) . (3.2)

pLC(O
This is done to ensure that precipitation rates do not go below zero. Annual mean ocean temperature

anomalies from the 400 m depth level in LOVECLIM are added to the ice model field as
To(t) = To" + ( To (1) = Te(0) ] - (3-3)

The ocean temperature is set not to decrease below the freezing temperature of sea water, which is
-2.18 °C at 400 m depth with a salinity of 345 psu (Beckmann & Goosse, 2003).

Figures 3.3D-F show the differences between LOVECLIM and observed present-day climate.
Modeled atmospheric temperatures over the Antarctic ice sheet are too high, even when corrected for
differences in observed surface elevation and the T21 spectral representation of Antarctic orography in
LOVECLIM (Fig. 3.3D). Present-day Antarctic precipitation is characterized by a temperature-driven
low accumulation regime (<50 mm y~') over the Antarctic interior and much higher precipitation rates
in coastal areas (>1000 mm y~') as a result of cyclonic activity and topographic uplift. LOVECLIM
does not capture the complex coastal topography of Antarctica well, and therefore underestimates

coastal precipitation, distributing it over the ice sheet interior instead (Fig. 3.3E; Maris et al, 2012).

Table 3.1: Overview of the sensitivity experiments described in Sect. 3.2.2

] experiment description \

| full all forcings (Eqs.3.1, 3.2, 3.3, 34) |
atm only atmospheric forcing (Egs. 3.1 & 3.2)
ocn only ocean temperature forcing (Eq. 3.3)
sl only sea level forcing (Eq. 3.4)
sl4+-atm sea level and atmospheric forcing (Egs. 3.1, 3.2, 3.4)
sl+ocn sea level and ocean temperature forcing (Egs. 3.3 & 3.4)
atm+ocn atmospheric and ocean temperature forcing (Egs. 3.1, 3.2, 3.3)
cliff+-hydro  as ‘full’, but with cliff and hydrofracture instabilities (Sect. 3.2.2)
param climate forcing parameterized as in Pollard & DeConto (2012b) (Eq. 3.5)
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Sub-surface ocean temperatures in LOVECLIM are generally too low in the Southern Ocean, except
underneath the shelves, where they are higher than in the World Ocean Atlas climatology. The
lower LOVECLIM temperatures might be related to the fact that for present-day climate, minimum
sea ice extent is overestimated (Roche et al,, 2012). It should also be noted however that the observed
climatology in the Southern Ocean is based on a relatively low number of observations, especially
close to the Antarctic continent (Locarnini et al,, 2010). In any case, LOVECLIM climate anomalies
rather than the full fields are applied to the ice sheet model to avoid the propagation of LOVECLIM
biases into the ice sheet evolution. As will be discussed in Sect. 3.3.1, in spite of climate model
biases, LOVECLIM simulates the Quaternary climate evolution reasonably well.

In addition to climate anomalies, the ice sheet model is forced with time-evolving sea level. Sea
level variations are derived from the linearly interpolated benthic 6'80 record of Lisiecki & Raymo

(2005), where 5'80 at the LGM (20 ka) is taken to equal a sea level drop of 120 m:

- ~120
~ 5180(LGM) — 6180(0)

zq((t) x [6'80(t) — 6'80(0) (3.4)

The resulting sea level time series is plotted in Fig. 3.1C. While the climate fields are updated every
1000 years, sea level evolves continuously. The bottom half of Fig. 3.2 illustrates how the climate

anomalies and sea level are used to drive the ice sheet model.

Sensitivity experiments

The main ice sheet model simulation is run for 408 ka and includes all drivers described in Sect. 3.2.2
(experiment ‘full’). In order to isolate the effects of these individual external forcings on Antarctic ice
sheet variability and their interaction, we have performed an additional series of sensitivity exper-
iments that include only one or multiple drivers. The individual drivers are either the atmospheric
forcing described by Egs. 3.1 and 3.2, the ocean temperature forcing of Eq. 3.3 or the sea level
variations from Eq. 3.4 (experiments ‘atm’, ‘ocn’ and ‘sl respectively). In addition to these singular

forcing experiments, the model is forced with combinations of two of these three forcings (experiments
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'sl+atm’, 'sl+ocn” and ‘atm+ocn’).

To compare the performance of the ice sheet model forced with spatially-varying model-derived
climate anomalies against the original paleo-climate parameterization schemes (Sect. 3.2.2) we have
also conducted a 408 ka experiment using the climate parameterizations of Pollard & DeConto (2012hb)
(experiment ‘param’). In this simulation, surface temperature anomalies are based on the Lisiecki &

Raymo (2005) benthic oxygen isotope record, with an additional influence of 80 °S annual mean

80

insolation, Q%: ..

Precipitation anomalies are directly scaled to changes in temperature:

6'180(t
Ta(t’T):Tgbs(T)—yX (Z(t)—ZO|)S)—1OX (5180((0)))
+ 0.1 x (Qggn(t) - Qggn(o)) (3561)
P(t) = PoPs x 201%(Ta()=Ta(0) 55b)

Ocean temperatures at 400 m in this run derive from a deglaciation run using the Community Climate
System Model (Liu et al, 2009). In addition, ocean temperatures are increased by up to 2 °C when
80 °S summer insolation is high, and melt rates are strongly reduced when benthic 6'80 is close to
the LGM value. See Pollard & DeConto (2012b) for more details.

Finally, we run an experiment ‘cliff+hydro’ with all of the external drivers (as in full’) that includes
the cliff and hydrofracture mechanisms of Pollard et al. (2015) (Sect. 3.2.2). All sensitivity experiments

are summarized in Table 3.1.

3.3 Results

3.3.1 Late Quaternary climate forcing

The spatial and temporal evolution of atmospheric temperature, precipitation and sub-surface ocean
temperatures is characterized by the first principal component (PC1) and the corresponding spatial

pattern (EOF1) as shown in Fig. 3.3G-L. As can be seen in Fig. 3.3J, annual mean surface temperatures
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Figure 3.4: Ice sheet evolution over the last 400 ka in the various experiments listed in Table 3.1 — (left)
grounded ice sheet volume in m SLE; (right) floating ice sheet volume in km?; for (top) ‘ocn’ (blue), ‘atm’
(green), 'sl" (orange) and full’ (black); (middle) ‘atm+ocn’ (blue), ‘'sl+ocn’ (green), 'sl+atm’ (orange) and ‘full’
(black); and (bottom) ‘param’ (green), ‘cliff+hydro’ (orange) and ‘full’ (black).

over Antarctica are predominantly paced by changes in atmospheric CO; (Fig. 3.1C). Timmermann
et al. (2014) showed that obliquity also contributes to annual mean temperature changes, by af-
fecting annual mean insolation (Fig. 3.1B) and modulating the strength of the Southern Hemisphere
westerlies. The dominant pattern of annual mean temperature changes is homogenous, with higher
amplitudes towards the equator, especially over the Indian Ocean sector of the Southern Ocean
(Fig. 3.3G). When compared to a composite of temperature reconstructions from ice cores (Parrenin
et al, 2013), the temporal evolution of the LOVECLIM PC1 is very similar, but the amplitude is un-
derestimated by a factor of ~2. This is due to the fact that the LOVECLIM climate sensitivity is
too low (Tachikawa et al, 2014). In addition to annual mean temperatures, surface ablation rates
are sensitive to changes in seasonal insolation, either through maximum summer insolation or the

length of the summer season (Huybers & Denton, 2008, Huybers, 2009). Both of these variables are
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precessionally driven and shown in Fig. 3.1B.

Precipitation changes display a time evolution very similar to that of the atmospheric temperature
PC1 (Fig. 3.3K), confirming that temperature is the dominant driver of precipitation over Antarctica.
When compared to a composite of ice core accumulation reconstructions (Steig et al, 2000, Bazin
et al, 2013, Vallelonga et al, 2013), LOVECLIM is shown to overestimate precipitation rates during
early glacial times. Steig et al. (2000) describe how when the Antarctic ice sheet is expanding,
the coastal ice core locations switch from a cyclonic-driven precipitation regime to one driven by
temperature with increasing distance from the ice edge. The local precipitation evolution captured by
the ice cores thus differs from the large-scale evolution captured by the principal component analysis.
This ice sheet-climate feedback is not included in our LOVECLIM simulations.

The temporal evolution of sub-surface ocean temperatures in LOVECLIM (Fig. 3.3L) is similar to
that of surface (not shown) and atmospheric temperatures (Fig. 3.3J). To our knowledge no recon-
structions of intermediate water temperatures in the Southern Ocean exist, so we compare against a
long sea surface temperature (SST) record from 54 °S (Ho et al,, 2012). Both in our model simulation
as well as in reconstructions, Southern Ocean SST variability is closely related to changes in sea
ice area and production, explaining why there is substantial precessional variability in these time
series (Timmermann et al, 2009). The LOVECLIM-simulated ocean temperature anomalies close to
the Antarctic continent are very small, with the exception of the Weddell sector. The effect of this

possible underestimation of ocean forcing on ice sheet evolution will be discussed further below.

3.3.2 Response to individual drivers

Figure 3.4 shows the simulated response of Antarctic grounded and floating ice volume to the in-
dividual and combined Late Quaternary forcings over the last four glacial cycles. With all forcings
combined (‘full’), the glacial-interglacial difference in ice volume is 10-12 m sea level equivalent
(SLE) (Fig. 3.4A). Interglacial floating ice volume is more than double the glacial value (Fig. 3.4B).

In our simulations, previous interglacials only contribute 1-2 m to global sea level, with the deepest

74



Chapter 3. Nonlinear Antarctic response to Quaternary sea level and climate forcing

Figure 3.5: Dominant spatial pattern (first EOF) of ice sheet thickness variability (m) and minimum (green),
maximum (blue) and present-day (black) grounding line extent for (A) full, minimum at 331 ka, maximum at
18 ka; (B) ‘cliff+hydro’, minimum at 125 ka, maximum at 18 ka; (C) ‘sl, minimum at 121 ka, maximum at 18 ka;
(D) ‘atm’, minimum at 331 ka, maximum at 350 ka; (E) ‘ocn’, minimum at 7 ka, maximum at 156 ka; (F) 'sl4+atm’,
mintimum at 331 ka, maximum at 20 ka; (G) ‘sl4-ocn’, minimum at 122 ka, maximum at 140 ka; (H) ‘atm+ocn’,
mintmum at 330 ka, maximum at 354 ka.

interglacial occurring at 330 ka (MIS 9).

The dominant spatial pattern of ice sheet thickness variability in the ‘full’ simulation, along with
minimum (331 ka) and maximum (18 ka) grounding line extent, are shown in Fig. 35A. At its maximum
extent, the grounding line reaches to the continental shelf break in all areas except a small section
of the Bellingshausen sea. The minimum grounding line extent over the last 408 ka is very similar

to present-day, with retreat mostly in the West Antarctic Peninsula. Changes in ice sheet thickness
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are most pronounced in those regions where the grounded ice sheet expands, in particular the Ross
and Weddell sectors, Amundsen Sea and Amery shelf. In the interior of the AlS, thickness changes
are generally smaller, but mostly of the same sign, with the exception of a small region of the East
Antarctic ice sheet (EAIS) where ice sheet thickness decreases during glacial times.

Not one of the individual drivers of Quaternary AlS variability — sea level, atmospheric temperature
and precipitation, ocean temperatures — can single-handedly explain the full ice volume evolution
(Fig. 3.4A, B). Moreover, all of the individual forcings combined only account for about two thirds of
the total changes, suggesting that the drivers add nonlinearly. The largest contribution in terms of
grounded ice volume comes from the sea level forcing (Fig. 3.4A), closely followed by the atmospheric
forcing. When individual forcings are combined, sea level and atmospheric forcing together explain
most of the changes in grounded ice volume (Fig. 3.4C). The situation is different for floating ice,

where sea level changes are responsible for most of the variability (Fig. 3.4B).

Sea level forcing

Sea level changes drive changes in Antarctic ice volume by affecting the ice sheet thickness at the
grounding line, thus altering the outflow of ice and converting grounded to floating ice or vice versa
(Schoof, 2007). In addition to the ~100 ka glacial period, the sea level curve over the past 400 ka
(Fig. 3.1C) shows substantial orbital variability. However, when sea level is the only forcing, little of
this sub-100ka variability is found in the ice sheet response (Fig. 3.4A,B). As seen in Fig. 35C, the
AIS predominantly responds to sea level forcing in the Weddell sector, where the glacial maximum
grounding line attains almost its full extent. In the Ross sector on the other hand, the sea level
forcing alone is not sufficient to significantly move the grounding line towards the continental shelf
break. The expansion of grounded ice happens at the cost of floating ice (Fig. 3.4AB). Figure 3.6
plots grounded ice sheet volume in the Ross and Weddell sectors against the sea level forcing. In the
‘sl run, the grounding line in both sectors is sensitive to sea level changes from 0-20 m, after which

the sensitivity strongly reduces. The Weddell sector in this run shows additional grounding line

76



Chapter 3. Nonlinear Antarctic response to Quaternary sea level and climate forcing

Weddell

x 10
of 27 -,
B ’ .
£ B '
GE) 1.8 *;J. et
3 iy
rr Beneas:
" % 1.6 oy o0
o o ote
O . LI
g 14 . e,
3 . .« °
<
0] H .
1.2 B ey 2
-120 -90 -60 -30 0
x 10°
“."l.n.’.*
U;g .".:.. .’ :;: ‘l..\ . .
£ 25 R AN
© LI P
E Y i. . .
S 2% 2 A S
“— 9 Salkd .
° ¢ e, 0
hel o-'-',;:.-.
Q “tes
2 3 1.5 e
> o« o °
o .
S e
4.
C 1|D TN
25
-120 -90 -60 -30 0 -120 -90 -60 -30 0
Sea level (m) Sea level (m)

Figure 3.6: Grounded ice volume (km?) vs. sea level forcing (m) for (top) ‘sl experiment; (bottom) ‘full’ experi-
ment; in (left) Ross sector; and (right) Weddell sector.

sensitivity when sea level drops below 110 m (Fig. 3.6B). It is interesting to note that the ice sheet
response to sea level forcing in this region shows strong hysteresis: during retreat, the grounding
line mostly responds in the 40-80 m sea level drop range.

Figure 3.7 shows the various ice sheet averaged mass balance terms for the full and individual
forcing simulations. With sea level as the only driver, the climate-driven mass balance terms (ac-
cumulation, ablation, melt at the ice-ocean interface) all act as feedback terms. As the primary ice
sheet response to sea level drop is to convert floating ice to grounded ice, ice sheet average oceanic
melt reduces during glacial times (Fig. 3.7C), with melt rates underneath the floating ice staying
roughly the same (not shown). This provides a positive feedback on equatorward grounding line
migration, allowing the ice sheet to thicken and grow. The resulting areal expansion pushes the ice

sheet into regions where on average temperatures (Fig. 3.3A) and precipitation rates (Fig. 3.3B) are
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higher. Consequently, ice sheet averaged accumulation (Fig. 3.7A) and surface melt rates (Fig. 3.7B)
increase, acting as positive and negative feedbacks respectively. Overall the accumulation increase
and ocean melt decrease are larger than the increase in surface melt, explaining why ice sheet

thickness increases during glacial times in response to sea level forcing alone (Fig. 3.4D).

Atmospheric forcing

In response to isolated atmospheric forcing, grounded ice sheet volume increases during glacial
maxima (Fig. 3.4A-B; Fig. 35D). The main driver for this is a sharp reduction in ice sheet average
ablation rates (Fig. 3.7B) that results from a glacial decrease in annual mean temperature (Fig. 3.3D).
In addition to annual mean temperature, changes in seasonal temperatures driven by the precessional
cycle (Fig. 3.1A-B) strongly affect surface melt rates. When the summer season is long, there is more
energy available for surface melt (Huybers & Denton, 2008), leading to sharp ablation peaks during
these times (Fig. 3.7B). This precessional forcing is most notable in the evolution of the floating ice
volume (Fig. 3.4B), which fringes the Antarctic perimeter where average temperatures are higher
(Fig. 3.3A) and most of the surface melt occurs. As a result, most of the thickness changes in the ‘atm’
run happen in these coastal areas as well (Fig. 3.5D).

Strikingly, the ice volume changes in the ‘atm’ run contain substantially more variability at the
41 ka obliquity period than the first principal components of the atmospheric drivers (Fig. 3.30,H).
This obliquity variability originates from a strong obliquity pacing of ice sheet averaged accumulation
rates, as seen in Fig. 3.7A. Although not picked out by the EOF analysis, a similar obliquity component
is found in the ice sheet averaged precipitation forcing from LOVECLIM (not shown), and is probably
related to changes in moisture convergence resulting from changes in the Southern Hemisphere
westerlies (Timmermann et al,, 2014). As surface melt rates drop in response to decreasing CO; levels
(Fig. 3.7B), the ice sheet margins expand into regions that have climatologically higher precipitation
(Fig. 3.3B), while over the rest of the ice sheet accumulation rates decrease in response to changing

climate (Fig. 3.3H). The opposing effects of this areal expansion and climate forcing on ice sheet
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Figure 3.7: Ice sheet averaged mass balance terms (m y~') for experiments ‘ocn’ (blue), ‘atm’ (green), ‘sl
(orange) and full’ (black) — (A) accumulation, (B) surface melt, (C) oceanic melt and (D) calving.

average accumulation rates nearly balance, leading to the absence of strong 100 ka variability from
the accumulation time series in Fig. 3.7A. Without ocean temperature forcing, ice sheet average ocean
melt rates (Fig. 3.7C) vary in response to surface melt driven changes in floating ice volume (Fig. 3.4B)

and changing proximity to warm Circumpolar Deep Water (CDW) (Fig. 3.3C).
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Ocean temperature forcing

Out of the three individual drivers, the ocean temperature forcing by itself is the least effective,
as evidenced by the minimal response in grounded and floating ice sheet volume resulting from
this forcing (Fig. 3.4AB). In fact, the dominant spatial pattern of ice thickness variability for the
‘ocn’ simulation is not driven by external forcing, but rather displays internally generated ice sheet
variability in the Siple Dome region (Fig. 3.5E) with a period of ~10 ka (not shown). The reduction in
glacial ocean temperatures does contribute to a small increase in floating ice (Fig. 3.4B), primarily in
the Weddell sector (Fig. 3.5E), that again leads to a positive area-accumulation feedback, as described

for other simulations above (Fig. 3.7A).

Combined forcing

The discussion above has indicated that the response of the AlS to (individual) external drivers is a
nonlinear superposition of a direct mass balance response to climatic change, and internal feedbacks
related to areal expansion and the conversion between grounded and floating ice. When forcings are
combined, the seasonal temperature changes resulting from orbital and greenhouse gas forcing have
the dominant impact on surface melt rates (Fig. 3.8B). Both the glacial drop in sea level and reduction
in surface melt are necessary to allow glacial grounding lines to fully migrate to the continental shelf
break (Fig. 3.5F). This is also illustrated by Fig. 3.6C and D, which shows that in the full’ experiment,
most of the ice sheet growth now happens between 70-90 m sea level drop in the Ross sector, and
40-60 m sea level drop in the Weddell region, coincident with reduced CO; levels (Fig. 3.1C) and
annual mean temperatures (Fig. 3.3)). The relatively narrow range of sea level sensitivity in Fig. 3.60C
and D is a result of the close co-evolution of the sea level and CO; forcing (Fig. 3.1C).

As evidenced by the similarity between ocean melt rate evolution in the full, ‘atm” and ‘sl4+-atm’
runs (Figs. 3.7C and 3.8C), changes in melting at the ice-ocean interface are predominantly a result
of the fact that the full’ glacial ice sheet front is bathing in warmer ocean water (Fig. 3.3C). Therefore

generally in our simulations, evolving ocean temperatures contribute little to ocean melt rate changes
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(Fig. 3.8C), except in the Weddell sector, where decreasing ocean temperatures allow for further
areal and grounding line migration during glacial times (Figs. 3.4D; 35). This low sensitivity to
oceanic forcing is likely a result of the small range of LOVECLIM ocean temperature anomalies
over the continental shelf (Fig. 3.31), although a similar dependence of glacial oceanic melt rates on
grounding line position rather than climate forcing was also found by Kusahara et al. (2015). During
deglaciations, there are sharp peaks in ocean melt rates in all multiple forcing simulations, with the
exception of the one excluding sea level forcing (‘atm+ocn’; Fig. 3.8C). This is due to the fact that rising
global sea level during deglaciations converts grounded ice to floating ice, leading to an increase in
the overall contribution of oceanic melting to the total mass balance (as evidenced for sea level forcing
alone ('sl’) in Fig. 3.7C). Accumulation changes in the full’ simulation (Fig. 3.7A) are opposite in trend
to the precipitation forcing (Fig. 3.3K), which means that the climatic forcing — with the exception of
the obliquity component described above — is secondary to the internal area-accumulation feedback
described above.

Calving in the ice sheet model is a function of ice shelf divergence (Pollard & DeConto, 2012b,
Pollard et al, 2015) and only responds indirectly to external forcing. It therefore shows the greatest
nonlinearity with regard to individual Quaternary ice sheet drivers (Figs. 3.7D, 3.8D). Calving rates
tend to be higher in ice shelves that are bound by coasts or pinned by islands versus ice shelves that
are laterally unbound. This can be seen in the full’ simulation, where calving rates are generally
higher during warm periods, when most of the ice shelves are located in coastal embayments, and
lower during cold periods, when they fringe the continental perimeter. The deglacial calving peaks
that can be seen in the full’ simulation are only found in experiments that include atmospheric forcing
(Figs. 3.7D, 3.8D) and result from thinning of the ice shelves due to strong surface melt (Fig. 3.78B,

3.8B).
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Figure 3.8: Ice sheet averaged mass balance terms (m y~') for experiments ‘atm+-ocn’ (blue), ‘sl4+-ocn’ (green),

‘sl+atm’ (orange) and full’ (black) — (A) accumulation, (B) surface melt, (C) oceanic melt and (D) calving.

3.3.3 Ice shelf instabilities

It has been suggested that the simplified or hybrid treatments of ice dynamics used in studies of ice
sheet evolution on time-scales of 10°~10° year do not sufficiently capture the processes leading to
a strongly reduced AlS in warm climates (Alley et al, 2005). Pollard et al. (2015) therefore applied
a set of parameterizations that simulate hydrofracturing due to surface melt and structural failure
at the grounding line (Sect. 3.2.2, Table 3.1). Using these parameterizations the authors were able

to generate substantial grounding line retreat for very warm climates. Here we test how these
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mechanisms might have contributed to interglacial sea level highstands in the Late Quaternary by
adding these parameterization to the standard ‘full’ run.

As can be seen in Figs. 3.4E and 35B, the glacial AIS in this ‘cliff+hydro’ simulation is very
similar to that in the ‘full’ experiment. During MIS 5e and 9 on the other hand, grounded ice volume
is reduced by 5-6 m SLE as a result of substantial grounding line retreat in both the East and
West Antarctic ice sheet. The hydrofracturing parameterization increases calving of floating ice when
surface melt rates are high (Nick et al., 2013, Pollard et al, 2015). This means that calving rates in the
‘cliff+hydro’ simulation increase during periods of high CO, and long summer length, in line with the
discussion on surface melt rates above. The ensuing removal of buttressing ice shelves causes a rapid
acceleration of the grounded ice sheet and wide-spread retreat of the grounding line due to marine
ice sheet instability. This grounding line retreat is accelerated by the cliff instability mechanism.
Figure 3.9 shows the accumulated calving flux and grounding line retreat over the period 133-127 ka
(MIS 5e). The additional parameterizations in the ‘cliff+-hydro’ run do not alter the evolution of the
Ross and Weddell shelves much, but have significant impact in the Bellingshausen and Amundsen
sectors, as well as in the Wilkes Land area. Retreat beyond the full’ interglacial grounding line

occurs rapidly (<2,000 year), and slightly earlier in the EAIS than in the WAIS.

3.34 Climate forcing vs parameterization

The results presented in this study differ from earlier long-term modeling studies of the Antarctic ice
sheet in that they use two-dimensional, temporally evolving forcing fields for atmospheric temperature,
precipitation and sub-surface ocean temperatures. Previous work used spatially homogeneous forcing
based on paleoclimatic reconstructions for at least one, if not all, of these fields. To assess the effects
of changing the climate forcing methodology, we compare our results against a simulation (‘param’)
with the same ice sheet model, forced with the parameterizations described in Pollard & DeConto
(2012b) (Sect. 3.2.2, Table 3.1).

The glacial Antarctic ice sheet is between 3 (350 ka) and 7 (140 ka) m SLE smaller in the ‘param’
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run than in the full’ one (Fig. 3.4E). At certain times, in particular at 325 ka, 210 ka and 90 ka
the ‘param’ grounded ice volume is much reduced compared to the ‘full’ simulation, accompanied by
strong reductions in floating ice volume (Fig. 3.4F). These periods of reduced ice volume are indicative
of a partial collapse of the WAIS (not shown). Overall, the floating ice volume using parameterized
climate is more variable, and generally higher during cold climate periods (Fig. 3.4F).

These pronounced differences between the full’ and ‘param’ simulations are the result of three
matin differences between the forcing functions. Firstly, in the run with parameterized climate forcing,
changes in precipitation rates are exponentially scaled to temperature anomalies (Eq. 3.5) that are
larger than the temperature anomalies simulated by our climate model (Fig. 3.3D). As a result, ice
sheet averaged accumulation rates in ‘param’ decrease during cold climates, leading to a smaller
glacial grounded ice sheet (not shown). Secondly, glacial oceanic melt rates are much lower in
‘param’ than in full’ due to lower ocean temperatures and an artificial cold climate melt rate reduction
(Sect. 3.2.2), leading to an increase in glacial floating ice volume (Fig. 3.4F). Most of this floating ice
however does not buttress the grounded ice sheet, so the peaks in floating ice volume are not matched
by peaks in grounded ice volume. Both of these differences are examples of situations where in the
full’ simulation internal feedbacks outweighed the climate forcing, but where in the ‘param’ run the
opposite is the case. Finally, Pollard & DeConto (2012b) hypothesized a strong dependency of in
particular ocean melt rates on 80 °S summer insolation, i.e, precession. Indeed, the grounded and
floating ice volume reductions in Fig. 3.4E,F correspond to periods of high precession (Fig. 3.1AB).
As a result, the ‘param’ ice sheet minima are not in phase with those in the ‘full’ simulation, in which

interglacials are jointly paced by long summer length and Northern Hemisphere ice sheet evolution.

3.4 Discussion and Conclusions

In this study we presented results from simulations of Antarctic ice sheet evolution over the past
408 ka. In contrast to previous work, which used parameterized forcing, climate anomalies (atmo-

spheric temperature, precipitation and sub-surface ocean temperatures) were directly derived from
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Figure 3.9: Total ice loss as a result of calving over the period 133-127 ka (km; shading) and grounding line
position at 2 ka intervals (lines) for (A) full’ simulation, and (B) ‘cliff+-hydro’ simulation.

a transient simulation with the EMIC LOVECLIM. The simulated AIS has a glacial-interglacial am-
plitude of 10-12 m SLE, with the glacial grounding line extending almost entirely to the continental
shelf break, and past interglacials showing limited retreat of 1-2 m SLE. Sensitivity experiments
where atmospheric, oceanic and sea level forcing were applied in isolation or in pairs, showed that
the combined effect of individual forcings is strongly nonlinear. In our simulations, sea level and
atmospheric forcing together explain most of the full response, both in terms of amplitude and pac-
ing. Partial or full retreat of the WAIS is only attained when additional instability mechanisms are
included.

One of our main findings is that the evolution of the AIS mass balance is a combination of a direct
response to external drivers and internal regulating mechanisms based on grounding line position and
ice sheet area. The most direct response to climatic forcing is found for the surface melt term: reduced
surface melt rates in response to reduced annual mean temperatures allow for glacial expansion,
while surface melt peaks at times of high CO, and long summer length contribute substantially to

deglaciations, in phase with Northern Hemisphere summer insolation and global sea level rise. Such
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an important role for summer length was also postulated by e.g., Huybers & Denton (2008). Previous
studies however did not find a strong surface melt contribution to glacial terminations, because
they did not include the seasonal evolution of Late Quaternary surface temperatures, or because
they interpolated climate forcing between extreme climate states with little precessional forcing (the
LGM, used e.g, by Maris et al. (2014), has a precessional value very similar to that of present-day
(Fig. 3.1A). Pollard & DeConto (2009) and Pollard & DeConto (2012b) hypothesized a dependence
on 80 °S summer insolation, which put their WAIS retreat out of phase with global interglacials.
Our climate anomaly forcing method did not have to make such assumptions, and was thus able to
independently confirm the role of summer length as a pacemaker of Antarctic deglaciation.

In the case of accumulation, our simulations found internal feedbacks to dominate over climatic
forcing: as the glacial grounding line migrates towards regions with higher average accumulation,
ice sheet averaged accumulation rates increase, despite the fact that precipitation rates decrease
locally. This contrasts previous modeling studies of AlS evolution that generally find accumulation
changes to contribute negatively to ice sheet growth (Ritz et al,, 2001, Huybrechts, 2002, Pollard &
DeConto, 2009, Maris et al, 2014). The EMIC LOVECLIM, with its low atmospheric horizontal and
vertical resolution and simplified dynamics, does not represent precipitation over Antarctic very well,
particularly the circulation over the complex coastal topography. Furthermore, our climate simulations
did not included time-evolving orographic and albedo boundary conditions for the Antarctic continent.
It might thus be that the amplitude of precipitation changes in LOVECLIM is underestimated. On the
other hand, previous modeling studies that parameterized accumulation changes based on surface
temperatures (Ritz et al, 2001, Huybrechts, 2002, Pollard & DeConto, 2009) also do not include
climate-ice sheet feedbacks and contain a certain degree of arbitrariness. Verification against ice core
reconstructions is precluded by the fact that no long-term accumulation records exist for regions that
were grounded ice sheet in the past, but are floating ice shelf presently. Maris et al. (2014) calculated
the surface mass balance over the AIS at the LGM using a regional climate model forced with
LGM boundary conditions and ICE-5C topography. In that study the surface mass balance over the

grounded ice sheet is reduced during glacial times, suggesting our study might have underestimated
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the effect of climatic forcing on accumulation.

Similar to the passive evolution of accumulation rates, the contribution of melting at the ice-ocean
interface to the total ice sheet mass balance opposes the climatic forcing, increasing during glacial
times as a result of the grounding line being closer to warm CDW. This finding might be due to the
generally low climate sensitivity in LOVECLIM, although a study by Kusahara et al. (2015) with a
much more advanced and high-resolution ocean-ice sheet model also found increased oceanic melt
rates during the LGM. Mackintosh et al. (2013) in a reconstruction of the deglacial history of the
EAIS attribute much of the EAIS retreat to rising ocean temperatures. An additional caveat to our
findings is that in reality, melting at the ice-ocean interface depends on much more than sub-surface
ocean temperatures alone. The blocking effects of sea ice formation (Hellmer et al, 2012), the role of
winds in pushing warm waters onto the continental shelf (Thoma et al, 2008, Steig et al,, 2012) and
the complex geometry of ice shelf cavities (Jacobs et al, 2011, De Rydt et al, 2014) have all been
found to be important in observational and modeling studies of current and future oceanic melting of
the WAIS ice shelves. These processes can only be captured in fully coupled ocean-atmosphere-ice
sheet simulations at high resolution, something that is currently not feasible for the long timescales
of Quaternary climate evolution.

Periods of high global mean sea level during the Quaternary have been used to estimate future
sea level projections (Overpeck et al, 2006, Dutton et al, 2015). In that context it is important to
quantify the contribution of the AIS to past sea level highstands and the mechanisms driving retreat.
Sea level budgets suggest that the AIS contributed several meters to global sea level during e.g,
MIS 5e and MIS 11, but evidence for Quaternary AlS collapse is unfortunately scarce and the timing
poorly constrained (Scherer et al, 1998). Pollard & DeConto (2009) simulated past WAIS collapse
by imposing elevated ocean temperatures during periods of high CO; and 80 °S summer insolation
(see Sect. 3.2.2), but the timing of their modeled collapse is out of phase with the global sea level
record and the imposed ocean temperature anomaly might be unrealistically high (Ho et al, 2012).
In our full’ experiment, grounding line retreat is simulated during global interglacials in response to

atmospheric greenhouse gases, precessionally extended summer length and Northern Hemisphere
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sea level forcing. The resulting sea level contribution of 1-2 m for MIS 5e and MIS 9 is however less
than estimated from sea level budgets. When the hydrofracturing and cliff instability mechanisms
suggested by Pollard et al. (2015) are included, grounded Antarctic ice sheet volume is reduced
by 5-6 m SLE during these interglacials, well within the range suggested by Dutton et al. (2015).
In this case, grounding line retreat is the result of enhanced calving and accelerated flow that
are driven by surface melt induced hydrofracturing, the collapse of unsupported cliffs and marine ice
sheet instability. This scenario suggests atmospheric pre-conditioning rather than ocean temperature
forcing could have driven Quaternary AlS collapse, much like the collapse of the Larsen A and Larsen
B ice shelves in recent decades. The validity and sensitivity of these proposed mechanisms still
needs to be tested using ice sheet models of higher complexity. Our results show that such studies
— when used for past climates — should include seasonal as well as annual mean climate forcing.
The Antarctic ice sheet has the potential to contribute significantly to sea level rise in the future,
as it might have in the past. We have forced an Antarctic ice sheet model with two-dimensional
atmospheric temperature, precipitation and sub-surface ocean temperature anomalies over the last
408 ka together with global sea level forcing to assess the response of the AlS to past external forcing.
Overall the AIS evolution is a balance between a direct response to external forcing and internal
feedbacks dependent on grounding line position and ice sheet area. From a series of sensitivity
experiments we find that the combined response to atmospheric, ocean and sea level forcing is
highly non-linear, with sea level and atmospheric temperature forcing acting as the most important
pacemakers. Substantial grounding line retreat of more than 2 m SLE in past warm climates does not
occur with the current model setup, but interglacial grounded ice volume is reduced by 5-6 m SLE
when additional instability mechanisms are included. Using climate forcing derived from a transient
climate simulation rather than a homogeneous parameterization has highlighted the important role
of summer length in driving past surface melt peaks, providing a physically based mechanism for

atmospheric pacing of Antarctic ice sheet evolution.
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Mechanisms of Late Quaternary bipolar ice sheet
synchronization

A growing body of evidence highlights the important contribution of the Antarctic ice sheet to the
glacial cycles of the Late Quaternary. There is a remarkable synchronicity between Northern
and Southern Hemisphere ice sheet changes, yet much debate remains regarding the origins
of this bipolar coupling. To better understand the drivers of Antarctic ice sheet variability and
the mechanisms linking ice sheet evolution in both hemispheres, we have forced an Antarctic
ice sheet model with time-evolving sea level and climate anomalies over the last 800,000 years.
The Northern Hemisphere sea level forcing strongly impacts Antarctic ice volume by driving
changes in the grounding line position. This grounding line migration modulates the Antarctic
response to other climatic drivers: for both accumulation and oceanic melt rates the changes
in configuration of the grounded ice sheet dominate over the glacial-interglacial climate forcing.
Surface melt rates peak when austral summers are long, especially during periods of high annual
mean temperature corresponding to high CO;. These melt peaks provide a critical contribution
to Antarctic deglaciation and are in phase with Northern Hemisphere summer insolation. Our
results show that on glacial timescales, Antarctica and the Northern Hemisphere ice sheets vary
in unison, through their respective orbital forcings, changes in global sea level, and CO,.

Based on: Tigchelaar, M., Timmermann, A, Pollard, D., Friedrich, T. & Hetnemann, M. (in preparation) Mechanisms of
Late Quaternary bipolar ice sheet synchronization. Nature Communications.
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4.1 Introduction

The glacial cycles of the Late Quaternary, with their characteristic period of ~100,000 years (100 ka)
(Shackleton, 2000, Lisiecki & Raymo, 2005) and corresponding global sea level changes of more than
120 m (Waelbroeck et al,, 2002) remain one of the most elusive examples of climate dynamical be-
havior. They are marked by ice sheets growing and sea level dropping incrementally over 80-100 ka,
followed by rapid ice sheet disintegration with the rate of global sea level rise at times exceeding
10 mm y~' (Carlson & Clark, 2012). During some previous warm periods (interglacials) the polar
ice sheets were smaller than present by 6-9 m sea level equivalent (SLE) ice volume (Dutton et al,
2015). While much of past glacial research has focused on the Northern Hemisphere, recent work
attributes parts of these past sea level changes to variability of the Antarctic ice sheet (AIS) (Carlson
& Clark, 2012, Golledge et al, 2014, Dutton et al, 2015, Marino et al,, 2015). For instance, recon-
structions of past AIS extent indicate that during cold periods (glacials), much of the grounding line
extended to the continental shelf break and Antarctica contributed more than 10 m to glacial sea
level drop (Denton & Hughes, 2002, Bentley et al, 2014) . During certain interglacials, the West
Antarctic ice sheet (WAIS) collapsed partially or in its entirety (Scherer et al, 2008, McKay et al,
2012). Like the Northern Hemisphere ice sheets, the WAIS oscillated in the past with a periodicity
of approximately 100 ka (Davies et al, 2012, McKay et al,, 2012), pointing at a joint driver of high
latitude ice sheet variability.

Despite this increasing appreciation for the Antarctic contribution to glacial cycles, much uncer-
tainty remains regarding the precise timing and amplitude of AIS changes and their synchronicity
with Northern Hemisphere ice sheet changes. In particular, there is an ongoing discussion whether
Antarctic climate and the AIS have evolved mostly in response to local forcing or whether they are
forced by the remote northern high latitudes (Huybers, 2009, Timmermann et al, 2009, Denton et al,
2010, He et al, 2013). Several mechanisms have been put forward that couple the two hemispheres:
Changes in eustatic sea level that result from Northern Hemispheric ice sheet evolution strongly

impact the grounding line position of the Antarctic ice sheet (Ritz et al, 2001, Huybrechts, 2002,
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Schoof, 2007, Pollard & DeConto, 2009). At the same time, meltwater fluxes associated with north-
ern ice sheet retreat alter the global ocean circulation and cause surface warming in the Southern
Hemisphere (Huybers, 2009, Denton et al, 2010, He et al, 2013). Atmospheric greenhouse gases
are well-mixed in the atmosphere and orchestrate synchronous climate variability in both hemi-
spheres (Huybers, 2009, He et al,, 2013). Finally, northern and southern polar climate respond differ-
entially to seasonal insolation changes, with Northern Hemispheric ice sheets responding strongly to
summer insolation, while Antarctic climate variables might be more sensitive to (fixed season) austral
spring insolation (Timmermann et al, 2009) or, equivalently, summer length (Huybers & Denton, 2008).
Northern Hemisphere summer insolation and Southern Hemisphere spring insolation/summer length
vary in phase (Huybers & Denton, 2008, Huybers, 2009), resulting in locally forced but synchronous
bipolar climate variability. The relative importance of these various mechanisms remains a topic of
debate.

To better understand the drivers of AIS variability and bipolar linkages, we force a state-of-
the-art Antarctic ice sheet model with realistic atmospheric temperature, precipitation and ocean
temperature fields from climate model simulations of the last eight glacial cycles, as well as with
changes in eustatic sea level from Northern Hemisphere ice sheets (see Methods). We identify
the main drivers of Quaternary climate variability in the Southern Hemisphere and determine the
dominant contributors to changes in the Antarctic mass balance. Sea level, CO, and summer length
are all found to exert strong influence on AlS evolution, leading to bipolar ice sheet synchronicity

through both remote and local forcing.

4.2 Methods

4.2.1 Transient climate model experiments

The climate model simulations of the last eight glacial cycles (784 ka to present) have been per-

formed with LOVECLIM (Goosse et al, 2010), a three-dimensional Earth system model of intermediate
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complexity (EMIC) that has been used extensively for simulations of present-day and paleo-climate.
LOVECLIM consists of a quasi-geostrophic three-level atmospheric model at T21 spectral resolution,
coupled to an ocean general circulation model with 3°x3°horizontal resolution and twenty vertical
levels. The model includes a thermodynamic-dynamic sea ice model and terrestrial vegetation com-
ponent. The transient experiments used here are an extension of experiments previously done for
the last four glacial cycles (Timmermann et al,, 2014). Using an acceleration factor of five (Timm &
Timmermann, 2007), the climate model is forced with time-evolving orbital parameters (Berger, 1978),
reconstructed atmospheric greenhouse gas concentrations (Litht et al,, 2008) (CO,, CH4 and N,O) and
time-evolving ice sheets in the Northern Hemisphere (Ganopolski & Calov, 2011). The present-day

climate sensitivity of the model version used here is 2 °C per CO; doubling.

4.2.2 Ice sheet model experiments

Climate anomalies from the LOVECLIM simulations are added onto the observed climatology to force
an established ice sheet-shelf model that has been used for long-term simulations of past and future
evolution of the Antarctic ice sheet (Pollard & DeConto, 2012b, Pollard et al, 2015). This model uses
a hybrid combination of the scaled shallow ice and shallow shelf approximations, and calculates
the position of the grounding line using an ice flux parameterization (Schoof, 2007). The model
is run at 20 km resolution, and initialized by running it to equilibrium with present-day climate
conditions (Locarnini et al,, 2010, Le Brocq et al, 2010, Pollard & DeConto, 2012b). After initialization,
the model is forced with time-evolving sea level scaled to the benthic 6'80 record (Lisiecki & Raymo,
2005) (where the Last Glacial Maximum at 20 ka corresponds to a sea level drop of 120 m) along
with anomalies of monthly-mean atmospheric temperature and precipitation fields and annual mean
400 m ocean temperatures. These anomalies are calculated with respect to the climatology over
the last 200 LOVECLIM model years (representing 1000 climate years), interpolated to the ice sheet
model grid. The atmospheric and ocean temperature anomalies from the climate model are added

directly to the present-day fields in the ice sheet model (Locarnini et al, 2010, Le Brocq et al,
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2010, Pollard & DeConto, 2012b), while for precipitation the present-day ice sheet model values (Le
Brocq et al, 2010) are multiplied with the ratio of past to present-day precipitation in the climate
model. For atmospheric temperatures, a lapse-rate correction of 0.008 °C m~" is applied to correct
for differences between LOVECLIM orography and present-day Antarctic elevation (Le Brocq et al,
2010). The climate fields are updated every 1000 years, while sea level evolves continuously.

The mass balance terms in this study are calculated from a file written at run time that stores
accumulation (snow+rain), total ablation (abl), oceanic melt (ocn), melting at vertical ocean faces
(face) and calving (calv), averaged over the entire ice sheet area. The residual ablation, i.e, abl - ocn
- face - caly, represents the combined contributions of evaporation at the surface, melting at the base
of the ice sheet, and percolation of rain, surface melt water and frictional melt water to the base of
the ice sheet, minus refreezing in the ice column. Evaporation and basal melting are both very minor,
and surface melt dominates the percolation term; therefore we refer to the residual ablation term as

'surface melt’ in this manuscript.

4.3 Late Quaternary Antarctic climate variability

Changes in climate on glacial-interglacial time scales are externally driven by variations in earth's
axial tilt and orbit around the sun (Milankovitch, 1941) — precession, eccentricity and obliquity —
and further amplified by internal changes in atmospheric greenhouse gas concentrations, primarily
CO; (Shackleton, 2000). Together these affect seasonal and annual mean insolation and radiative
forcing (Fig. 4.1A) and drive long-term changes in global climate. To quantify their role in driving
Antarctic ice sheet variations we conducted an 800 ka transient climate model simulation using
the earth system model LOVECLIM (Coosse et al, 2010, Timmermann et al, 2014). The simulated
Southern Hemisphere climate variations, along with estimates of paleo-sea level changes (Lisiecki &
Raymo, 2005), were then used to force the Penn State ice sheet model (Pollard & DeConto, 2012b,
Pollard et al, 2015).

Ice sheets gain mass at the surface, and lose it through melting at the surface, at the ice-ocean
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Figure 4.1: Southern Hemisphere climate response to Late Quaternary forcing — (A) daily insolation anomalies
at 65 °S as a result of orbital forcing (Laskar et al., 2004) (shading; colors range from -65 to +65 W m~?) and
CO; concentrations (Luthi et al, 2008) (purple) over the last 800 ka; (B) normalized PC1 of modeled annual
mean atmospheric temperatures (black), normalized PC1 of reconstructed atmospheric temperatures at five ice
core locations (Parrenin et al, 2004, EPICA Community Members, 20006, Jouzel et al,, 2007, Kawamura et al,
2007, Stennt et al, 2011, Uemura et al, 2012) (dark orange) and normalized composite of Antarctic temper-
ature reconstructions (Parrenin et al, 2013) (light orange); (C) EOF1 of modeled annual mean atmospheric
temperatures (shading) and reconstructed atmospheric temperatures at five ice core locations (Parrenin et al,
2004, EPICA Community Members, 2006, Jouzel et al, 2007, Kawamura et al,, 2007, Stenni et al,, 2011, Uemura
et al, 2012) (dots); (D) normalized PC1 of modeled annual mean precipitation (black), normalized PC1 of re-
constructed accumulation at five ice core locations (Steig et al, 2000, Bazin et al., 2013, Vallelonga et al., 2013)
(dark green) and normalized composite of Antarctic accumulation reconstructions (Steig et al., 2000, Bazin
et al, 2013, Vallelonga et al, 2013) (light green); (E) EOF1 of modeled annual mean precipitation (shading)
and reconstructed accumulation at five ice core locations (Steig et al, 2000, Bazin et al, 2013, Vallelonga
et al, 2013) (dots); (F) normalized PC1 of modeled 400 m ocean temperatures (black), composite of modeled
sea surface temperature anomalies (light blue) and composite of reconstructed sea surface temperature amo-
malies (dark blue) at four locations (Nurnberg & Groeneveld, 2006, Cortese et al, 2007, Martinez-Carcia et al,
2009, Ho et al, 2012); (G) EOF1 of modeled 400 m ocean temperatures (shading) and locations of sea surface
temperature reconstructions in (F) (black dots).
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or ice-bedrock interface, or through calving. Melting of ice at the surface only occurs when tem-
peratures are above freezing, and therefore depends on annual mean and seasonal atmospheric
temperatures (Reeh, 1991). Annual mean surface temperatures over Antarctica over the last eight
glacial cycles are predominantly driven by changes in CO;, with smaller contributions from obliq-
uity (Timmermann et al, 2014). In the transient LOVECLIM simulation, the dominant spatial pattern of
temperature variability is one where temperatures change uniformly over the Southern Hemisphere,
with the lowest simulated amplitude over the interior of the ice sheet (Fig. 4.1C). The modeled timing
of Antarctic temperature changes compares well to temperature reconstructions from ice cores (Par-
renin et al, 2004, EPICA Community Members, 2000, Jouzel et al,, 2007, Kawamura et al., 2007, Stenni
et al, 2011, Uemura et al,, 2012) (Fig. 4.1B), but the model underestimates the amplitude of observed
changes, as characterized by the leading EOF mode of temperature anomalies (Fig. 4.1C). This is
partially due to the fact that the earth system model experiment does not include Antarctic elevation
gains during glacial times, but primarily because the model's climate sensitivity is known to be too
low (Maris et al, 2012, Timmermann et al, 2014).

Present-day accumulation over the AIS is characterized by two regimes: In the interior of the
ice sheet, snow-fall rates are low (<50 mm y~') and driven by temperature-induced changes in
atmospheric moisture content (following Clausius-Clapeyron). Precipitation rates are much higher
in coastal areas (>1000 mm y~'), where they are related to cyclonic activity and topographic up-
lift (Bromwich, 1988). Reconstructions of past accumulation rates indicate that they closely follow
atmospheric temperature changes (Fig. 4.1B,D), decreasing during glacial times, with higher glacial-
interglacial amplitudes in coastal regions (Fig. 4.1E) (Steig et al, 2000, Bazin et al, 2013, Valle-
longa et al, 2013). While our climate model simulation captures the timing of Antarctic precipitation
changes well (Fig. 41D), this pattern of uniformly changing precipitation is not fully reproduced by
the model, which simulates increased precipitation over parts of the Antarctic interior during glacial
times (Fig. 4.1E). We attribute this model-data mismatch to the relatively low horizontal and vertical
resolution and quasi-geostrophic physics of the atmospheric model, as well as to the fact that the

topography of the AIS is not time-evolving in the atmosphere model (Maris et al, 2012).
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Melting at the ice-ocean interface is a function of ocean temperature, salinity and circulation
in the ice-shelf cavity at depths of 200-1000 m (Jacobs et al, 1992). However, both our climate
and ice sheet model lack the required resolution and detailed physics to properly capture these
processes, and most ice sheet models used for long simulations calculate oceanic melt rates as a
function of sub-surface ocean (200-1000 m) temperature alone (Pollard & DeConto, 2012b). To our
knowledge, no reconstructions of intermediate water temperatures close to Antarctica exist for model-
data comparison, but in our model, temperature changes at intermediate depth closely follow those
at the surface (Fig. 4.1F). Reconstructions of past sea surface temperatures (SSTs) show glacial-
interglacial amplitudes of 8-10 °C at mid-latitudes, with lower amplitudes towards the pole and
equator (Gersonde et al,, 2005, Ho et al, 2012). As with atmospheric temperatures, our earth system
model simulation underestimates the amplitude of Late Quaternary SST changes, but captures the
timing well. In both reconstructions (Ho et al, 2012) as well as our climate simulation, Southern
Ocean SST variability is closely related to sea ice variability, which responds to both changes in
atmospheric greenhouse gases and spring insolation (L.e., precession) (Timmermann et al,, 2009). The
amplitude of temperature changes at intermediate depth is strongly reduced poleward of 60 °S due
to the insulating effect of sea ice cover, as illustrated by the leading EOF pattern of simulated
temperature changes at 400 m depth (Fig. 4.1Q).

Late Quaternary annual mean climate in the Southern Hemisphere is thus predominantly driven
by changes in CO5, but with important differences between the various climate variables. The next
section discusses how this climate variability combines with eustatic sea level forcing to drive Antarc-

tic ice sheet evolution over the last 800 ka.

4.4 Climatic drivers of AIS evolution

Analyzing our ice sheet model simulation forced with climate anomalies and paleo-sea level, we
find that the simulated glacial-interglacial difference in AlS volume over the last eight glacial cycles

ranges from 8.7 m (Termination VIII, 710 ka) and 5.6 m (Termination VI, 520 ka) to 11.4 m (Termination
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Figure 4.2: Evolution of the Antarctic ice sheet over the last eight glacial cycles — (A) normalized PC1 of ice
sheet height (black) and ice sheet volume in meters sea level equivalent (orange); (B) EOF1 of modeled ice
sheet height (shading), present-day (black), minimum (blue; 330 ka) and maximum (green; 20 ka) grounding line
extent; (C) ice sheet integrated mass balance terms (shading; accumulation in blue, oceanic melt in grey, calving
in green, residual ablation (see Methods) in purple) and net mass balance (black) in 10° Gt y='(10> Gt y~ '~
0.03 Sv) and ice sheet area ranging from 14.2 to 175x10° km? (grey line); (D) same as (C), zoomed in on
Termination |.

V, 420 ka) SLE (Fig. 4.2A). This compares well to previous model estimates of glacial-interglacial
AIS volume change (Ritz et al,, 2001, Huybrechts, 2002, Pollard & DeConto, 2009, Maris et al, 2015).
The Antarctic ice sheet clearly evolves with a ~100 ka periodicity, with the largest variability in ice
sheet height occurring over the WAIS, especially in the Weddell sector and the western part of the
Ross embayment (Fig. 4.28). Maximum glacial-interglacial ice thickness differences in these areas
are >2000 m. By comparison, elevation changes over the interior East Antarctic ice sheet (EAIS) are
very small and in some locations even of opposite sign.

During glacial maxima the grounding line extends to the continental shelf break almost every-
where (Fig. 4.23). The Last Glacial Maximum grounding line position is generally in close agreement
with reconstructions, though the latter place the grounding line in the Bellingshausen Sea and Wilkes
Land areas somewhat further equatorward (Bentley et al,, 2014). The minimum extent of the simulated

grounding line over the eight glacial cycles is found at 330 ka and is very similar to present-day
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grounding line extent. Antarctic ice volume decreased by only 1-2 m SLE during past warm inter-
glacials, placing our simulations on the lower end of estimates of AIS contributions to interglacial
sea level highstands (Dutton et al, 2015) (Fig. 4.2A).

The evolution of Antarctic ice volume is the sum of ice sheet integrated mass balance terms
(Fig. 4.2C), with the net mass balance resulting from a delicate balance between generally large
accumulation and ablation terms (see Methods for how these mass balance terms were calculated).
Despite generally reduced precipitation rates in colder climates, ice sheet integrated accumulation
increases towards glacial maxima as the area of the ice sheet increases. Remarkably, this increase
in glacial accumulation is partially offset by a simultaneous increase in glacial oceanic melt rates:
For present-day conditions, 37% of the negative mass balance terms derive from melt at the ice-
ocean interface, 35% from calving and 26% from surface melt, but averaged over all glacial cycles this
division is 52%, 33% and 15% respectively. Melting at the surface thus generally decreases during
glacial build-up, and is marked by sharp peaks during terminations (Fig. 4.2D for Termination I).
Rapid increases in calving rates also contribute to periods of deglaciation (Figs. 42D, B.1 & B.2). We
now assess how these mass balance changes relate to the climatic drivers discussed previously.

Changes in eustatic sea level exert a substantial influence on the position of the grounding
line (Ritz et al, 2001, Huybrechts, 2002, Pollard & DeConto, 2009). Dropping sea level converts
floating ice to grounded and causes the grounded area of the AIS to expand until the limit of the
continental shelf break is reached (Fig. 4.3A). While the impact of sea level on grounding line position
does not directly appear in one of the mass balance terms (Schoof, 2007), it becomes apparent from
the ice sheet average calving rate (Fig. 4.3B). Calving in the ice sheet model is primarily a function
of the divergence of the ice shelf (Pollard & DeConto, 2012b, Pollard et al, 2015), which tends to
be lower in ice shelves that are laterally unbound. Therefore calving is generally reduced during
periods when the grounded ice sheet area is large — and ice shelves fringe the ice sheet along the
continental shelf break — and enhanced during periods when the grounding line is much retreated —
and most of the ice shelves are located in embayments such as the Ross and Weddell seas (Figs. 4.2B,

4.3B). Periods of rapid sea level rise furthermore are associated with sharp spikes in the calving rate
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(Fig. B.2). As will be discussed below, the sea level induced migration of the grounding line is a
strong modulator of the ice sheet response to climatic forcing.

In our simulation, the mass balance of the AIS most strongly responds to climatic forcing through
changes in the surface melt rate. Surface ablation is calculated using the widely-used positive
degree day (PDD) parameterization, in which melt rates are a function of both annual mean and
seasonal temperatures (Reeh, 1991). As annual mean temperatures over Antarctica decrease with
decreasing greenhouse gas concentrations (Fig. 4.1B), surface melt rates are reduced and contribute
to ice sheet growth (Fig. 4.3D). The number of PDDs in our model strongly increases when high
COz combines with long summer length during periods of low precession and high eccentricity
(Fig. 41A). This leads to high interglacial surface melt rates, in particular around the ice sheet
perimeter, with some interglacials showing ice sheet average melt rates almost double those of
present-day (Fig. 4.3D). Because Southern Hemisphere summer length is in phase with Northern
Hemisphere summer insolation (Huybers & Denton, 2008, Huybers, 2009), surface melt peaks and
global sea level rise contribute to Antarctic deglaciation at the same time.

In contrast to the climatic forcing discussed above (Fig. 4.1D), ice sheet averaged accumulation
rates increase during glacial times (Fig. 4.3E). The reason for this is that accumulation rates are
near-zero over much of the interior of the AIS and much higher towards its edges. As the grounding
line expands equator-ward due to lower glacial sea level and surface melt, more of the AIS area lies in
regions with accumulation rates that are higher on average, despite the glacial drop in precipitation.
This is illustrated by comparing the accumulation rates averaged over the evolving ice sheet area to
those averaged over the present-day ice sheet area. In the latter case, accumulation rates decrease
during glacial periods, in accordance with the climatic forcing. Different from previous studies using
temperature-based precipitation parameterizations (Ritz et al, 2001, Huybrechts, 2002, Pollard &
DeConto, 2009), Antarctic accumulation changes in our simulation are thus found to be a response
to, rather than a driver of, Antarctic ice sheet evolution.

Similar to the changes in accumulation rates, the changes in ice sheet averaged oceanic melt

rates also oppose the climatic forcing. Circum-Antarctic ocean temperatures decrease during glacial
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Figure 4.3: Climatic drivers of Antarctic mass balance terms — (A) grounded ice sheet area (black) and sea
level forcing from 6'80 (light orange) (Lisiecki & Raymo, 2005); (B) 50 y mean ice sheet averaged calving rate;
(C) normalized PC1 of modeled annual mean atmospheric temperatures (black) and 70 °S summer length (light
green); (D) ice sheet averaged PDDs (black) and 50 y mean ice sheet averaged residual ablation (green; see
Methods); (E) accumulation rate averaged over time-evolving ice sheet area (annual mean; dark purple) and
present-day ice sheet area (1000-y mean; light purple); (F) zonally averaged 60 °S 400 m ocean temperatures;
(G) average ocean temperatures underneath the ice shelves (black) and 50 y mean ice sheet averaged oceanic
melt rate (blue). Terminations I-VIII are indicated by grey shading.
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periods, with an amplitude of ~1 °C (Figs. 4.1F-C, 4.3F). Oceanic melt rates on the other hand
increase during glacial times (Fig. 43G). The equator-ward expansion of the Antarctic grounding
line in response to dropping sea level causes the glacial ice shelves to reside closer to Circumpolar
Deep Water. Even though the glacial ocean is colder than the interglacial ocean, the equator-ward
positioned glacial ice shelves thus effectively feel warmer waters (Fig. 4.3C) (Kusahara et al, 2015).
Brief peaks in oceanic melt rates occur during deglaciations (Fig. S3), when sea level rise increases
the volume of floating ice. The role of warming oceans at the end of glacial periods, found to be
important in previous studies (Mackintosh et al, 2011), might be underestimated in our study due to

the relatively low climate sensitivity of our climate model.

4.5 Conclusions

We have presented results from an ice sheet model simulation over the last 784 ka, forced with
eustatic sea level changes and climate anomalies from an intermediate complexity climate model.
Over these last eight glacial cycles, the simulated Antarctic ice sheet contributes between 6-12 m
to glacial sea level drop, and up to 2 m to interglacial sea level high stands. Rates of global sea
level rise during terminations as a result of AlS retreat are up to 0.3 m per 100 yr. Our findings
suggest that southern ice sheet variability is strongly coupled to changes in Northern Hemisphere
ice sheets and climate. Eustatic sea level change as a result of northern ice sheet evolution is
an important driver of Antarctic grounding line migration. The AIS response to sea level changes
modulates its response to other climatic drivers — for both accumulation and oceanic melt rates the
changes in ice sheet configuration dominate over the glacial-interglacial climate forcing. Changes in
atmospheric CO, and precession-driven summer length jointly drive changes in surface melt rates,
critically contributing to glacial expansion during cold periods and initiating deglaciation in phase
with Northern Hemisphere summer insolation and global sea level rise.

Our ice sheet simulations include the sea level, CO, and orbital forcing of the Late Quater-

nary, but not the millennial scale variability associated with meltwater pulses in the North Atlantic.
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The Southern Ocean and Antarctic warming that result from a meltwater-induced weakening of the
meridional overturning circulation could further enhance concurrent melting of the Antarctic ice sheet.
Similarly, our modeling setup precludes a consideration of the feedbacks between Antarctic ice sheet
variability and climate, in particular the effect of Antarctic freshwater forcing on ocean circulation
and resulting ice-ocean feedbacks (Menviel et al,, 2010, 2011, Colledge et al,, 2014). Such feedbacks
have the potential to substantially accelerate AIS retreat and increase the Antarctic contribution to
meltwater pulses (Menviel et al, 2010, Golledge et al,, 2014). Irrespective of these millennial-scale
contributions, our results highlight the joint role of sea level, CO; and local insolation as synchronous

pace-makers of bipolar ice sheet variability.
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Synthesis

5.1 Summary of main findings

The response of earth’s climate system to external forcing is highly nonlinear. Although the changes
in earth’s orbit responsible for variations in the seasonal and latitudinal distribution of insolation
have shown stable oscillations over at least the past 50 million years (Ma) (Laskar et al, 2004), the
response of earth’s climate to these oscillations has varied widely over this period (Zachos et al., 2001,
Listecki & Raymo, 2005). The expansion of Northern Hemisphere ice sheets around 3 Ma substantially
increased earth's sensitivity to orbital forcing and initiated the large glacial-interglacial climate
swings that mark the Quaternary (Fig. 1.1). This dissertation focused on two particular cases of
nonlinear responses to orbital changes during the Late Quaternary, roughly defined as 800 thousand

years ago (ka) until present:

e rectification of the zero annual mean precessional forcing into an annual mean climate response,

as observed in numerous records of Quaternary climate variability

e modulation of the climate sensitivity to orbital forcing by the earth system response itself, i.e,

the role of changes in e.g, atmospheric greenhouse gas concentrations, Northern Hemisphere
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ice sheets and global sea level with a ~100 ka periodicity in rectifying the climate response

to orbital forcing.

Chapter 2 examined this problem from a tropical perspective. Out of earth's three orbital pa-
rameters, precession is the one with the strongest expression in the tropics (Berger, 1978, Laskar
et al, 2004). Much more so than at high latitudes, Quaternary climate records from the tropics con-
tain strong precessional variability, in particular those recording hydroclimate (Fig. 2.1; e.g, Fritz
et al, 2004, Wang et al, 2004b, Dykoski et al, 2005, Weldeab et al., 2007, Tjallingit et al, 2008,
Deplazes et al, 2013, Tachikawa et al, 2014). Previous work investigating the origins of this preces-
sional variability has mostly focused on the various continental monsoon systems and suggests that
precipitation increases with summer insolation in response to precessional forcing (Kutzbach & Otto-
Bliesner, 1982, Kutzbach & Guetter, 1986, Braconnot & Marti, 2003, Tuenter et al, 2003, Zhao et al,
2005, Wyrwoll et al., 2007, Braconnot et al., 2008, Kutzbach et al, 2008, Shi et al, 2011, Bosmans et al,,
2012, Khon et al,, 2012, Masson-Delmotte et al, 2013). Most of these studies however have primarily
looked at the seasonal response of precipitation to changes in precession, without addressing the
nonlinear mechanisms rectifying the precipitation changes in the annual mean.

In order to identify these nonlinear mechanisms, three time slice experiments were conducted with
the Community Earth System Model (CESM) version 1.0.3 (Chikamoto et al, 2015): one simulation
with high precession (Southern Hemisphere summer solstice in perihelion), one simulation with low
precession (Northern Hemisphere summer solstice in perihelion) and one simulation where earth'’s
orbit is circular (e = 0) so that precession does not matter. All simulations were conducted with pre-
industrial atmospheric greenhouse gas concentrations, present-day obliquity, and the precessional
runs both had an eccentricity e = 0.067 in order to maximize the effect of precession. The results
showed that in a zonal mean sense, the paradigm of summer hemisphere with more insolation getting
wetter is true. Regionally however, the annual precipitation changes are highly diverse, suggesting

that regional dynamics play an important role in rectifying the annual mean precipitation response
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to precessional forcing.

Over the tropical Atlantic, the response of the oceanic Intertropical Convergence Zone to preces-
sional forcing is characterized by an annual mean shift towards the summer hemisphere with more
insolation. At first glance this may seem to confirm ‘the summer hemisphere with more insolation gets
wetter'-framework. However, when looking at the seasonal evolution of precipitation changes over
the Atlantic ocean, it was found that the seasonal precipitation response is opposite to the seasonal
insolation forcing: Under maximum precession, when Northern Hemisphere summer receives less
insolation and Northern Hemisphere winter receives more, boreal summer precipitation decreases
north of 5 °N and strongly increases on and south of the equator, while in boreal winter precipitation
decreases over the entire tropical Atlantic. The annual mean shift in the Atlantic ITCZ is due to both
a change in its seasonal march and a change in the seasonal intensity of precipitation. Both of these
changes can be attributed to the response of the neighboring continents, in particular the African
continent, to the precessional insolation forcing.

The meridional position of the Atlantic ITCZ is affected by cross-equatorial gradients in sea
surface temperature (SST). When insolation in boreal summer increases in response to precessional
forcing (‘minimum precession’), atmospheric temperatures over northern Africa increase, leading to a
weakening of the north Atlantic trades. This reduces latent heat fluxes over the ocean, strengthening
the meridional SST gradient and — through the Wind-Evaporation-SST (WES) feedback — pushing the
ITCZ north. On the other hand, when insolation in boreal winter increases in response to precessional
forcing (‘maximum precession’), the location of maximum temperature increase does not coincide with
maximum insolation forcing, surface wind changes over the Atlantic are small and the WES feedback
does not operate. The seasonal intensity of the Atlantic ITCZ is modulated by the diabatic forcing
associated with the African and South-American monsoon systems. Under maximum precession, the
African summer monsoon weakens, causing a cooling of the upper troposphere that destabilizes the
atmosphere and increases convective precipitation over the ocean. In boreal winter, precipitation
increases over South America and southern Africa, leading to a decrease in precipitation over the

Atlantic. However, the boreal winter response of the continental monsoon systems is weaker than
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that in boreal summer, rectifying the annual mean effect of the diabatic forcing. These processes
were schematically summarized in Fig. 2.0.

Oceanic precipitation in the tropics is the result of strong coupling between oceanic and atmo-
spheric processes. Its response to seemingly simple seasonal insolation forcing is thus not straight-
forward. The annual mean precipitation response to precessional forcing over the Atlantic ocean is
rectified by the mean climatology of rainfall, temperature and surface boundary conditions over the
African and South American continents and the Atlantic, as well as by the geometry of the African
continent, which plays an important role in driving the meridional march of the Atlantic ITCZ and
determining the sensitivity of Atlantic surface winds to continental temperature changes. While the
precessional forcing has only meridional gradients, the climatic response has strong zonal compo-
nents. An important implication of this work is therefore that traditional zonal mean frameworks of
assessing the ITCZ response to external forcing (e.g., Schneider, 1977, Lindzen & Hou, 1988, Kang
et al,, 2009, Schneider et al,, 2014) do not apply here. Recent research on the topic of ITCZ position
has argued that extratropical heating leads to a zonally uniform shift of the ITCZ towards the warming
hemisphere (Broccolt et al, 2000, Kang et al,, 2008, 2009, Chiang & Friedman, 2012, Donohoe et al,
2013, Schneider et al, 2014). A similar approach cannot be taken when the source of heating lies
within the tropics (Kang et al, 2014). During the Quaternary, the response of tropical precipitation to
orbital forcing thus strongly depends on the ratio of tropical to extratropical forcing (Clement et al,
2004), with the former dominating during periods of low ice volume and/or high eccentricity, and the

latter dominating during glacial maxima and millennial-scale events.

Chapters 3 & 4 investigated the nonlinearities of the Quaternary response to orbital forcing at high
latitudes, by looking at the drivers of Antarctic ice sheet (AlS) evolution over the last 800 ka. The AIS
has varied substantially during the Late Quaternary, contributing more than 10 m to global sea level
lowering during glacial periods (Denton & Hughes, 2002, Bentley et al, 2014), and an estimated 3-6 m
to past interglacial sea level highstands (Dutton et al,, 2015). The evolution of northern and southern

polar ice sheets appears to be synchronous on orbital timescales, which is somewhat unexpected
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given the fact that precession — essential for Northern Hemisphere glacial terminations through
its impact on boreal summer insolation — is anti-phased between the two hemispheres. This has
caused some to conclude that Northern Hemisphere glaciations remotely drive AlS evolution through
changes in the meridional overturning circulation, global sea level and atmospheric greenhouse gases
(Huybers, 2009, Denton et al, 2010, He et al, 2013), while others have proposed that the Antarctic
environment is sensitive to a different phase of precessional forcing (spring insolation (Timmermann
et al, 2009), summer length (Huybers & Denton, 2008, Huybers, 2009)), so that bipolar ice sheet
evolution is synchronous, even when the mass balance at both poles is locally forced.

To identify whether regional orbital forcing or 100 ka Northern Hemisphere variability is more
important for the evolution of the AlS, a methodology was developed to force the Penn State Uni-
versity ice sheet model (Pollard & DeConto, 2012b) with spatially and temporally evolving climate
anomalies from a 784 ka long simulation with the Earth System Model of Intermediate Complexity
(EMIC) LOVECLIM (Goosse et al, 2010, Timmermann et al, 2014). Late Quaternary climate vari-
ability in the southern high latitudes was found to be dominated by the evolution of atmospheric
CO; for atmospheric temperatures, ocean temperatures and precipitation (through its dependence
on atmospheric moisture content) alike, but with important differences between the different climatic
variables. Southern Ocean temperature variability also contains a substantial precessional compo-
nent through the effect of spring insolation on annual mean sea ice area (Timmermann et al, 2009).
Temperatures over Antarctica are affected by obliquity both directly through its effect on high latitude
insolation and indirectly through its modulation of the strength of the Southern Hemisphere west-
erlies (Timmermann et al, 2014). In addition to this modeled climate evolution, the ice sheet model
was driven with changes in global sea level (Lisiecki & Raymo, 2005), which impact the position of
the grounding line (Schoof, 2007, Pollard & DeConto, 2009). A series of sensitivity experiments over
the last four glacial cycles was conducted to assess the relative contribution of individual drivers to
overall AlS evolution.

In the full 784 ka ice sheet model simulation, the glacial-interglacial amplitude of Antarctic

ice volume changes was found to be 10-12 m sea level equivalent (SLE). During glacial times, the
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Antarctic grounding line extends to the continental shelf break almost everywhere, in accordance with
reconstructions (Bentley et al, 2014). The contribution to past interglacial sea level highstands in this
simulation was limited at 1-2 m SLE. None of the individual drivers — sea level, atmospheric forcing,
ocean temperature changes — can singlehandedly explain the full ice sheet response. The combined
response to individual drivers is larger than the sum of the individual components, indicating that
the AIS response to forcing is highly nonlinear. Sea level changes pace the overall evolution of the
AlIS by converting floating ice to grounded ice when sea level drops, and vice versa (Schoof, 2007).
Lowering sea level during Northern Hemisphere glaciation thus leads to equator-ward expansion
of the Antarctic grounding line, but in the absence of climatic changes this expansion is limited by
surface melting at the ice sheet edge. Glacial reductions in surface melt rates are thus important
in allowing the ice sheet to attain its full glacial state, while large surface melt peaks critically
contribute to the onset of Antarctic deglaciations. Surface melt rates depend on both annual mean
and seasonal temperatures and as such increase when atmospheric CO; is high and when summers
are long (ie., low precession). The latter is modulated by the former, so that surface melt rates
are uniformly low during periods of low CO;, regardless of precessional phase. Accumulation and
oceanic melt changes in the full simulation are a feedback due to the evolution of the AlS rather than a
direct response to climatic forcing. Because accumulation rates and oceanic temperatures are higher
at lower latitudes, the AIS receives more precipitation (a positive feedback) and experiences more
melting at the ice-ocean interface (a negative feedback) as its grounding line expands equator-ward.

The answer to the question whether bipolar synchronization derives from remote (Northern Hemi-
sphere) or local (orbital) forcing is thus: both. The evolution of the Antarctic ice sheet is in phase
with the evolution of Northern Hemisphere ice sheets because the large marine margins of Antarctica
are sensitive to changes in global sea level, because surface melt rates changes with atmospheric
CO; and because surface melt rates vary with Southern Hemisphere summer length, in phase with
Northern Hemisphere summer insolation. This explains why in the deep sea record, benthic 580
varies in phase across the world's oceans on precessional timescales (Lisiecki & Raymo, 2005, 2007).

The dependency of surface melt rates on summer length furthermore rectifies the zero annual mean
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precessional forcing into an annual mean mass balance response.

An additional sensitivity run was conducted in which a number of recently proposed parameter-
izations of ice sheet instability were included in the ice sheet model (Pollard et al, 2015). These
parameterizations represent the pre-conditioning of ice shelves for calving due to high surface melt
rates, thought to be important for the 2002 collapse of the Larsen B ice shelf (van den Broeke,
2005). With these mechanisms included, a reduction in Antarctic ice volume of 3-6 m during warm
Late Quaternary interglacials (such as MIS 5e, 9 and 11) becomes very plausible. While throughout
Part Il of this dissertation the Antarctic ice sheet was modeled in an uncoupled setting, it is clear
that the changes in ice sheet configuration and large meltwater pulses provide potentially important

feedbacks on circulation in the Southern Ocean and deep water production.

5.2 Discussion and Outlook

The tropical Atlantic and Antarctic systems studied in this dissertation differ substantially in terms of
both the dominant (orbital) forcing during the Late Quaternary and the climate dynamical response
to this forcing. Yet still some interesting parallels can be drawn between these low and high latitude
regions. Firstly, in both studies, continental geometry serves as an important modulator of the climate
response to external forcing (see also e.g., Short et al,, 1991). In the case of the tropical Atlantic, the
‘bulge’ of the African continent has been implicated as one of the reasons why the annual mean ITCZ
resides north of the equator in present-day climate (Xie & Saito, 2001), and is also responsible for
the fact that the north Atlantic trade winds are more sensitive to pressure changes over the African
continent than the south Atlantic trades are (Chiang et al,, 2001). The rectified response of the annual
mean Atlantic ITCZ to seasonal forcing is thus in large part due to this particular property of the
present-day continental geometry. In the case of Antarctica, the maximum extent of the (grounded)
Antarctic ice sheet is determined by the shape of the Antarctic continent. Unlike in the Northern
Hemisphere, where ice sheets could theoretically progress southward ‘indefinitely” across the North

American and Eurasian continents as long as temperatures and insolation would allow them to,
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the growth of the southern polar ice sheet is limited by the presence of the circumpolar Southern
Ocean. Presumably, when the AIS reaches its full extent but its mass balance is still increasingly
positive, the dynamics of the ice sheet are altered. Further, the bathymetry below the ice sheet is
a critical component of whether or not marine ice sheet instability can accelerate ice sheet retreat
(Schoof, 2007). As such, the timing and patterns of the retreat history of the AlS are modulated by
its underlying bathymetry.

Secondly, both parts of this dissertation have highlighted the potential for the seasonal forcing
of the precessional cycle to generate annual mean climatic change, be it low latitude hydroclimate
or ice sheet surface mass balance at high latitudes. This raises an interesting point with regards to
the way paleoclimatic studies are used by the climate science community. The continuously rising
atmospheric CO, concentrations of the twentieth and twenty-first century have generated interest in
calculating the ‘earth system sensitivity', or: how much does the climate warm for a given radiative
forcing (Solomon et al, 2007). Earth system sensitivity can be estimated from the transient, and
well-recorded, climate evolution over the past century, or from model projections of future climate
change in response to e.g., a doubling of CO,. Alternatively, modeling studies and reconstructions of
paleoclimates have been used to estimate the global mean temperature response to external forcing
in the past (Kohler et al, 2010, Hargreaves et al, 2012, Rohling et al, 2012). This is problematic for
several reasons: Besides the obvious fact that earth system sensitivity is time-varying (meaning that
glacial climates respond differently to external forcing than for instance the largely ice-free climate
of the mid-Pliocene, see Fig. 1.1), defining radiative forcing — and distinguishing between so-called
'slow’ and ‘fast’ feedbacks — throughout the Quaternary is not straightforward. This is particularly
apparent in the case of precession, which in the purest definition of earth system sensitivity would
comprise a radiative forcing of zero. Yet looking at the two runs that were conducted with CESM in
Part | of this dissertation, the zero-annual mean precessional forcing in these simulations leads to
an annual mean change in global mean temperature of 0.4 °C (Pmax—Pmin). Theoretically, this would
imply an earth system sensitivity that is infinite! Thus, when calculating earth system sensitivity

from transient paleoclimate simulations or reconstructions of past climates, it should be kept in mind
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that earth system responses (to seasonal forcing) are included in the temperature response that are

presently not equally represented in the radiative forcing.

As discussed in the Introduction and Sect. 2.4.3, long cycles with a periodicity of ~400 ka have
been found in records of benthic 6'C and carbonate preservation from the Cretaceous (145-66 Ma)
through the Cenozoic (e.g. Tiedemann et al, 1994, Herbert, 1997, Tian et al,, 2002, Wang et al., 2010).
Interestingly, similar variability has not been found for 6'80, or at the 100 ka eccentricity period.
These records seem to suggest that the amplitude modulation of precession by eccentricity results
in a rectification of the global carbon cycle. In two recent modeling studies Russon et al. (2010) and
Ma et al. (2011) used box models to test the effect of certain forcing functions (such as changes in
total productivity, ratio of carbonate to organic carbon, and continental weathering) on variables for
which records exist from the Pleistocene and Miocene respectively. Although both studies were able
to match amplitude and phase relationships of model output to climate records, both studies used
forcing functions with a built-in 400 ka period, thus bypassing the question of why these forcing
functions would be responding to eccentricity at all. Time slice experiments with coupled earth
system models, such as the simulations conducted for Part | of this dissertation, could be used to
identify these nonlinear rectification mechanisms.

A measure of the eccentricity rectification is the degree to which the maximum (Ppmax) and mini-
mum (PmiN) precession deviates from the zero eccentricity state (Ezgro) (0.5 x (XPMAX +><|:M‘N) —XEzros
Eq. 2.10). Figure 5.1 shows the rectified response of net primary productivity and deep ocean 6'3C in
the CESM simulations. (Phosphate was used as a proxy for 6'3C in the absence of a carbon isotope
module in the model: 5"3C = -1.1 x PO4 + 2.9 (Broecker & Maier-Reimer, 1992).) While the mech-
anisms responsible for this rectification still need to be further explored, this figure indicates that
even in the absence of some of the proposed forcing functions (such as weathering changes), coupled

earth system models can generate substantial eccentricity rectification in the carbon cycle'.

"Note that these simulations were only 500 y long, so the carbon cycle was not fully equilibrated for the calculations
for Fig. 5.1.
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Figure 5.1: Eccentricity rectification of global carbon cycle — (left) carbon fixation from photosynthesis in
surface ocean (gC m=2 y™'); (right) deep-sea (2500-4000 m) 6'3C (permil; where 6C = -11 x POy + 29
(Broecker & Maier-Reimer, 1992)).

Finally, a few things can be said about the future of modeling past climates. Until now, pa-
leoclimate modeling efforts have been limited mostly by computing power. Rather than conduct
long transient simulations of e.g., the entire Late Quaternary, most modeling studies therefore either
model specific time slices (as done for the CESM simulations in Part I), or use accelerated boundary
conditions (as done for the LOVECLIM simulations in Part Il). The Climate Model Intercomparison
Project (CMIP) has incorporated a number of paleoclimate time slices in their list of requested simu-
lations, to facilitate the comparison of the performance of different climate models in ‘out-of-sample’
climates, and to construct ensemble simulations to compare paleorecords against. In some cases,
these paleo-CMIP experiments have even been used to help constrain projections of future climate
change (Schmidt et al,, 2014). However, the work presented in this dissertation has shown that the
climate system responds strongly to precession, and that different parts of the climate system are
sensitive to different phases of precession. Yet the time slices chosen for the CMIP experiments (Last
Glacial Maximum and mid-Holocene (6 ka)) only sample a limited range of precessional phases. It
might therefore be worth considering adding an additional experiment to the CMIP list, for instance
minimum precession during MIS 5e (130 ka). Moreover, care should be taken when using, e.g., the

mid-Holocene simulation for projections of future climate, because the climate dynamical response
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to orbital forcing is very distinct from that to greenhouse gas forcing (e.g, Clement et al, 2004,
Ganopolski & Robinson, 2011, Erb et al, 2013).

The discussion in Part Il of this dissertation has also highlighted the large degree to which
climate and ice sheets feed back on each other during the glacial cycles of the Quaternary. To
fully understand the massive transition between cold glacial climates and warm interglacial climates,
one cannot study either the climate system or the ice sheet systems in isolation from each other.
Although several research groups around the world have been working on developing high-resolution,
full-physics, coupled models of ocean, atmosphere and ice sheet for the Antarctic region, these models
will mostly be useful for modeling changes in the Southern Hemisphere environment in the near future
(up to a century), given the extremely high demands on computing power that these systems impose.
Furthermore, because of their regional scale, they will not be able to help answer some of the
remaining open questions about Quaternary glacial cycles, such as the role of Antarctic freshwater
fluxes in altering the global ocean circulation and mechanisms of bipolar coupling. Therefore it will
be worthwhile for the paleoclimate and glaciological modeling communities to continue to invest in
models of intermediate complexity (EMICs for climate and shallow ice/shallow shelf for ice sheets)
that are inexpensive to run and that could be run in coupled mode over tens of thousands of years.
Thus far this has been achieved for the Northern Hemisphere ice sheets (Ganopolski et al, 2010,
Heinemann et al, 2014), but not for the Antarctic ice sheet or both ice sheets together. If then finally
also a carbon cycle module is included, one could attempt true earth system modeling, where the

only external forcing is the orbital forcing.
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APPENDIX

Atlantic moisture budget analysis

Changes in precipitation can be the result of changes in thermodynamics (a change in specific
humidity as a result of temperature changes), by changes in mean circulation (the advection and
convergence of moisture), by changes in the transient eddy moisture convergence, or by changes in
evaporation. One can quantify these different contributions by determining the individual components
that comprise the moisture budget. A similar approach was taken e.g. by Clement et al. (2004) and
Merlis et al. (2013) for the precessional cycle, and by e.g. Held & Soden (2006) and Seager et al. (2010)
for present-day climate change. Here we follow the formalism of Seager et al. (2010); a complete
derivation can be found in Trenberth & Guillemot (1995).

The full moisture budget equation is:

Ps

Ps -
pwg(P—E)=— V- (uq) clp—/ V- (u’q/) dp
0 0

—QsUs - Vps (A1)

where overbars indicate monthly means, primes indicate deviations from the monthly mean, p,, is
the density of water, P —E is precipitation minus evaporation, p is pressure, u are the horizontal

wind velocities, q is specific humidity, and subscripts s indicate surface values. The first term on the
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Figure A1: JJA Puax—Pmin change in precipitation (a); contributions to this change from changes in (b)
evaporation; (c) winds (0DYN in Eq. (A.2)), (d) specific humidity (0TH in Eq. (A.2)), (e) divergence (0DYNpyy
in Eqg. (A.3)) and (f) advection (0DYNapy in Eq. (A.3)); and (g) the difference between diagnosed and modeled
changes in net precipitation
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right-hand side describes moisture convergence by the mean flow, while the second term represents
that due to transient eddies. The last term on the right-hand side is a surface term which is generally
found to be small.

The Ppmax—Pmin difference in the moisture budget becomes:

Pwg
Ps
+/ V- (tpy, 07)dp
0

Ps -
—l—/ V-0 (uq’)dp
b
+ V - (ou oq)dp
0

+ 0 (qsus - Vps)}

mp—a:—'1{/mv-wuwwjm
0

0P = 0DYN+0TH+6TE +0NL—0S+oE (A2)

where 0 is the difference operator. The first term on the right-hand side represents changes in the
moisture budget due to changes in the monthly mean circulation; we will refer to this term as the
‘dynamic’ contribution, 6DYN. The second term is the contribution due to changes in the monthly
mean specific humidity, which will be referred to as the ‘thermodynamic’ term 0TH. The third, fourth,
and fifth term represent the transient eddy contribution 0 TE, the nonlinear product of circulation and
humidity changes ONL, and changes in the surface term 0S, respectively. These are either found to
be small (ONL and 8S) or cannot be estimated from our model output (8 TE).

We can further split the dynamical term 0DYN into a part relating to the anomalous convergence
of the mean specific humidity field, and a part relating to the anomalous advection of the mean

specific humidity gradient:

Ps Ps
&WN—i/(%WVBMm—/ (6T-VTp,,, ) dp
0 0

= 0DYNpjy + 0DYNapy (A.3)
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Figure A.2: DJF Pmax—Pmin change in precipitation (a); contributions to this change from changes in (b)
evaporation; (c) winds (0DYN in Eq. (A.2)), (d) specific humidity (0TH in Eq. (A.2)), (e) divergence (0DYNpyy
in Eqg. (A.3)) and (f) advection (0DYNapy in Eq. (A.3)); and (g) the difference between diagnosed and modeled

changes in net precipitation
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These various components are shown for JJA in Fig. A1 and for DJF in Fig. A2. First of all, it
should be noted that the DJF precipitation response is smaller than the JJA response, especially over
the ocean, and is not a mirror image of the JJA response. In both seasons, over the Atlantic Ocean
as well as over the continents, the dynamic component (Figs. Alc and A.2c) strongly dominates the
response. Evaporation changes (Figs. A1b and A2b) are small, and generally of the same sign as
the dynamical term. In JJA, the thermodynamic term (Fig. A.1d) too is small, and generally of the
same sign as the dynamic term, except over the most northern part of Africa, the North Atlantic, and
equatorial South America. In DJF on the other hand, the thermodynamic component (Fig. A.2d) is
mostly opposite in sign to the dynamic changes. In JJA as well as DJF, the dynamic component is
made up almost entirely of the dDYNpyy term (compare Fig. Ale with A1f and Fig. A2e with AZ2f).
Differences between the diagnosed and modeled changes in net precipitation (Figs. A1g and A.2g)
stem from our ignoring of the transient eddy term, as well as calculation errors due to interpolation

and discretization (Seager et al,, 2010).
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APPENDIX

Antarctic mass balance during terminations

The figures on the following pages zoom in on Terminations |, I, lll, IV, V and VIl to better illustrate

the mass balance changes driving Antarctic deglaciation.
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Figure B.1: Ice sheet integrated mass balance terms (shading; accumulation in blue, oceanic melt in
grey, calving in green, residual ablation (see Methods) in purple) and net mass balance (black) in
10° Gty (10° Gt y~' ~0.03 Sv) and ice sheet area (grey line) during (A) Termination VII, (B) Termi-
nation V, (C) Termination IV, (D) Termination Ill, (E) Termination Il and (F) Termination |. Mass balance terms
are plotted as 10-year averages.
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Figure B.2: Anomalies of ice sheet averaged mass balance terms with respect to the long-term mean (accu-

mulation in blue, oceanic melt in grey, calving in green, residu

1al ablation (see Methods) in purple) and net

mass balance (black) in m y~'(A) Termination VII, (B) Termination V. (C) Termination IV, (D) Termination I, (E)
Termination Il and (F) Termination I. Mass balance terms are plotted as 50-year averages.
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