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Abstract

This study uses a modeling approach to examine the interactions between the principal

semidiurnal (M2) internal tides and the atmospherically-forced eddying ocean circulation in the

Philippine Sea, a region of energetic internal tides and dynamic mesoscale circulation. Remotely

generated internal tides are found to have a significant effect on local generation at the two gen-

eration sites bounding the region, the Luzon Strait and the Mariana Island Arc, by altering the

amplitude and phase of bottom pressure. Internal tide generation at the Luzon Strait is found to

vary due to background circulation changes over the generation site and the changing influence of

remotely generated internal tides from the Mariana Arc. The varying effect of remotely generated

waves results from both changing generation energy levels at the Mariana Arc and variability in

the propagation of the internal tides across the Philippine Sea. The interactions with the subtidal

ocean circulation result in significant spatial and temporal variability in internal tide propagation

and dissipation, and hence the energy available for mixing. Close to the generation site, mixing is

dominated by high-mode internal tide dissipation, while in far-field the influence of the mesoscale

energy on internal tide dissipation is significant. The results provide insight into the mechanisms

of variability of the baroclinic tides and highlight the importance of considering both the remotely

generated internal tides and the subtidal dynamics to estimate internal tide energetics. The strong

and highly variable internal tides are found to have a significant impact on state estimates and pre-

dictions of the subtidal circulation in the region. Using 4-D Variational Data Assimilation, we find

that including the tides in our model provides significantly improved subtidal predictions across the

Philippine Sea. This result is two-fold; firstly, high error bars must be applied to the observations if

the model does not include the tides to account for the unresolved internal tide signal, and secondly,

the tidal dynamics influence the subtidal circulation. Predictions from a model that does not resolve

the tides are particularly poor in the Kuroshio and South China Sea regions where tidal dynamics

influence water mass properties. Overall, this study makes an important contribution towards un-

derstanding the dynamic connection between internal tides and the eddying ocean circulation and

the implications for predictability in regions that contain significant energy at both dynamic scales.
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Chapter 1

Introduction

1.1 Background and Motivation

The tidal and subtidal ocean dynamics are often considered separately in numerical ocean

models. This study is concerned with the dynamical coupling of these processes and the influence

that each has on the predictability of the other. Numerical modeling of the ocean is complex as en-

ergy exists at many interacting temporal and spatial scales, while discretization of models limits the

scales of the processes that can be resolved. Furthermore, simplifying assumptions are often made

that exclude certain dynamical processes. For example, simulations of internal tides are typically

initialized from a state of rest and exclude the background internal wave field and the time-varying

subtidal flow. For ocean prediction, data assimilation techniques are used to constrain ocean circu-

lation models given observational data that are limited by the temporal and spatial scales observed

and that sample processes that may not be captured in the model. The atmospherically-forced eddy-

ing ocean circulation has typically been simulated without tidal forcing, yet in regions of significant

internal tides this unresolved process is likely to be a significant component of the observations and

may have an important influence on the subtidal dynamics. This research investigates the interac-

tions of the internal tides and the subtidal circulation and quantifies uncertainties associated with

considering these processes independently in numerical models. We aim to answer three major

questions: 1) How are the internal tides affected by remotely generated internal tides?; 2) How are

the internal tides affected by the varying subtidal ocean circulation?; and, 3) How do the internal

tides affect the predictability of the subtidal ocean circulation?. The overriding objective is to assess

how well we are able to estimate and predict both the tidal and subtidal processes in regions of

strong internal tides and dynamic mesoscale circulation.
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Internal tides are generated by barotropic tidal flow over steep topography causing verti-

cal displacement of the stratified water. Energy is converted from the surface (barotropic) tide to

internal (baroclinic) tides, which radiate away from the generation site. The generation of internal

tides at regions of steep topography accounts for approximately one third of the dissipation of the

surface tides [Egbert and Ray, 2001], occurring in the open ocean rather than to bottom friction in

shallow seas as had been traditionally assumed [Jefferies, 1920]. Shoaling and breaking of inter-

nal tides incident on continental slopes may cause strong currents and turbulence [Holloway, 1987,

Klymak et al., 2007, 2010, Farmer et al., 2011], which can affect offshore structures, transport sed-

iment [Johnston et al., 2011], and cause mixing of nutrients across the pyconocline [Sandstrom and

Elliot, 1984, Sharples et al., 2007]. Internal tide motions can affect submarine navigation and the

propagation of acoustic waves in the ocean [Powell et al., 2013]. Of particular importance is the

potentially important role of dissipating internal tide energy in the mixing of the deep oceans that is

required to maintain the thermohaline circulation that plays a key role in modulating climate [Munk

and Wunsch, 1998, Niwa and Hibiya, 2011]. Understanding internal tide energetics is important in

understanding the energy budget of the abyssal ocean and developing mixing parameterizations for

global climate-scale circulation models [Jayne, 2008].

The generation of internal tides typically occurs at isolated regions of steep topography.

Approximately 75% of the conversion from barotropic to baroclinic tides in the global oceans has

been estimated to occur at internal tide generation sites covering 10% of the seafloor [Simmons

et al., 2004]. While the surface tides are deterministic, the internal tides are influenced by the

atmospherically-forced subtidal ocean circulation and are highly variable [e.g., Colosi and Munk,

2006, Osborne et al., 2011, Zilberman et al., 2011]. Barotropic to baroclinic conversion (henceforth

referred to as generation) depends on the strength of the barotropic tidal flow, the topographic slope

and orientation, the stratification over the topographic feature [Baines, 1973, 1974, Hibiya, 1986,

Holloway and Merrifield, 1999, Griffiths and Grimshaw, 2007], and remotely generated internal

tides altering the local phase and amplitude of the perturbation pressure [Kelly and Nash, 2010,

Hall and Carter, 2011, Zilberman et al., 2011, Powell et al., 2012, Kerry et al., 2013].

Modeling of internal tide generation requires high resolution of topographic features [Di

Lorenzo et al., 2006, Zilberman et al., 2009] and resolution of the baroclinic structure. Due to

computational limitations and the localized nature of generation sites, regional numerical models

have been widely used to study internal tides in the ocean [e.g. Niwa and Hibiya, 2004, Jan et al.,

2008, for the Luzon Strait; Merrifield and Holloway, 2002, Carter et al., 2008, Powell et al., 2012,

for Hawaii; Zilberman et al., 2009, for the mid-Atlantic ridge; Hall and Carter, 2011 for Monterey
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Canyon]. Low-mode internal tides have been observed to travel thousands of kilometers across

the oceans using acoustics [Dushaw et al., 1995], satellite altimetry [Ray and Mitchum, 1997, Ray

and Cartwright, 2001], and current meters [Chiswell, 2002, Alford, 2003], and remotely generated

internal tides can produce changes in the local internal tide generation [Kelly and Nash, 2010,

Zilberman et al., 2011, Powell et al., 2012]. Model domain size (e.g. whether relevant remote

generation sites are included) has been shown to affect estimates of barotropic to baroclinic energy

conversion [Hall and Carter, 2011, Kerry et al., 2013]. Remote internal tides are found to affect

barotropic to baroclinic conversion by altering the amplitude and phase of the bottom pressure

perturbations with respect to the local surface tide in a complex, spatially varying pattern [Kerry

et al., 2013].

The stratification over an internal tide generation site and the phasing of remotely gen-

erated internal tides can change significantly on advective timescales associated with the subtidal

circulation. Modulation of internal tides has been observed due to the passing of eddies [Park

and Watts, 2006], low frequency pyconocline displacement [Mitchum and Chiswell, 2000] and

changes in the background density field and currents [Colosi and Munk, 2006, Osborne et al.,

2011]. As internal tides propagate, variability can result from advection by background currents

[Olbers, 1981b, Chavanne et al., 2010b], refraction by a varying background density field [Chuang

and Wang, 1981, Park and Watts, 2006], wave-wave interactions [Müller et al., 1986], topographic

scattering [Müller and Xu, 1992, Johnston and Merrifield, 2003], and nonlinear interactions with

eddies [Olbers, 1981a, van Haren, 2004]. Internal tide interactions with mesoscale features such

as eddies and fronts can affect tidal energy budgets as the coherent internal tide energy can be

transferred into incoherent signals [Rainville and Pinkel, 2006, Zaron et al., 2009, Chavanne et al.,

2010a]. Studies to estimate internal tides and their ultimate contribution to mixing have tradition-

ally assumed that they are temporally invariant. However, the variability in internal tide generation,

propagation and dissipation due to the temporally and spatially varying eddying ocean circulation

and the background internal tide field may be significant. Understanding the variability of internal

tide energetics is important as it affects both the amount of energy made available for mixing and

the locations at which the mixing occurs in the ocean.

The atmospherically-forced general ocean circulation can become unstable and form a

series of mesoscale eddies (length scale of O(105) m), the kinetic energy of which generally ex-

ceeds that of the mean flow by an order of magnitude or more [Stammer, 1997, Ferrari and Wunsch,

2009]. This wind-driven circulation acts to redistribute heat throughout the surface oceans, is a

key influence on coastal and oceanic ecosystems, and affects climate and weather through ocean-
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atmosphere coupling [Chelton et al., 2001, 2007]. The anti-cyclonic subtropical gyre circulation

present in the major ocean basins results in a net equator-ward flow in the large-scale interior ocean.

The required poleward return flow occurs in intense boundary currents on the western margin of the

ocean basins. Western Boundary Currents are highly variable and energetic regions of the world’s

oceans and are particularly challenging to predict due to the inherent instability of the circulation.

Numerical prediction of the mesoscale ocean circulation allows us to better understand and manage

marine ecosystems, investigate ocean-atmosphere interactions and the effects of the ocean circula-

tion on weather, provide forecasts for shipping and naval operations, predict the fate of pollutants,

and provide guidance in search and rescue operations.

Forecasts are limited by the growth of uncertainty and an effective forecasting system

uses state estimation techniques to improve the model forecast by reducing the residuals between

model output and observations. Errors in ocean modeling can arise from uncertainties in initial con-

ditions, boundary and surface forcings, imperfect model physics, and errors of representativeness.

Mesoscale ocean circulation is highly sensitive to the initial state and both deterministic, variational

data assimilation methods [Courtier et al., 1994, Moore et al., 2004, Di Lorenzo et al., 2007, Powell

et al., 2008, Moore et al., 2011b] and statistical, ensemble methods [Houtekamer and Mitchel, 1998,

Oke et al., 2005, 2008] reduce the error in the initial state at the beginning of each analysis window,

subject to prior hypotheses about errors in the background, model, and observations. Prediction of

the eddying general ocean circulation has traditionally omitted tidal forcing, as the deterministic

barotropic tides can be removed from the observations for assimilation, and added to the model

forecast. Omitting the tides makes the inherent assumption that the tidal and subtidal circulation

dynamics are independent and that the non-deterministic baroclinic tides are not a significant com-

ponent of the observations. In regions of strong internal tides, including them in the simulations

may be important to achieve accurate predictions of the ocean state. For example, internal tides can

cause significant heaving of isopycnals (eg. over 100m near the Luzon Strait in the Philippine Sea

[Duda et al., 2004, Ramp et al., 2004]). Subsurface observations sample this but in most cases these

observations (eg. Argo floats, gliders, CTDs) cannot resolve the baroclinic tidal signal such that it

can be removed from observations. In regions where the internal tide amplitude and phasing varies

significantly, they are not deterministic. In a circulation model that does not include internal tides,

the non-deterministic internal tide signal becomes an error term in the observations which must be

accounted for in the assimilation, limiting the value of observations around the thermocline in con-

straining state estimates. The unresolved sea surface expression of the internal tides must also be

included in the specified Sea Surface Height error in the assimilation.
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The numerical prediction of oceanic regions with dynamic mesoscale circulation and

strong internal tides presents a challenging task, and this study aims to further our understanding of

how mesoscale and internal tide interactions influence the predictability of such dynamically rich

regions. Focusing on the Philippine Sea, we aim to investigate the sources of variability in internal

tide generation, due to both remotely generated internal tides and varying mesoscale circulation, and

assess how well we are able to predict the subtidal dynamics through the assimilation of a variety

of observations into a circulation model.

1.2 Study Area

The Philippine Sea is a marginal sea that is bounded by Taiwan and the Philippine islands

of Luzon and Mindanao to the west and the Mariana Islands to the east. Internal tides from two

significant generation sites, the Luzon Strait and the Mariana Island Arc, propagate into the region.

Some of the most energetic internal tides observed worldwide are generated at the Luzon Strait

[Alford et al., 2011] as the barotropic tidal flow is forced over steep topography associated with

the ridge system. This baroclinic energy propagates both westward into the South China Sea (SCS)

and eastward into the Philippine Sea. Observational campaigns to quantify internal tides generated

at the Luzon Strait have mostly focused on their propagation into the SCS, where they become

highly nonlinear as they steepen on interaction with the continental shelf [Zhao et al., 2004, Zhao

and Alford, 2006, Alford et al., 2010, Farmer et al., 2011]. At the eastern margin of the Philippine

Sea, Zhao and D’Asaro [2011] use satellite altimeter data and estimate baroclinic energy fluxes

propagating westward from the Mariana Island Arc in a focused beam. Several modeling studies

have been undertaken to estimate internal tide generation at the Luzon Strait [Niwa and Hibiya,

2004, Zhang et al., 2011] and investigate the role of the double ridge system in resonance and

enhanced dissipation [Jan et al., 2008, Buijsman et al., 2010b, Buijsman and Legg, 2012].

The Philippine Sea is an important part of the North Pacific subtropical gyre as the region

of formation of the Kuroshio western boundary current. The North Equatorial Current (NEC) is the

southern link of the gyre and transports water from east to west across the equatorial Pacific to the

western boundary. The NEC bifurcates at the Philippine coast south of Luzon with the majority of

the flow turning northward to form the Kuroshio and the remainder forming the southward-flowing

Mindanao current. The northward current veers westward in the Luzon Strait developing a loop

current that penetrates into the SCS to varying extents [Rudnick et al., 2011], before forming the

Kuroshio as it flows northeastward along the east coast of Taiwan. The Philippine Sea is traversed
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by a band of enhanced eddy kinetic energy centered at 22 ◦N. This mesoscale energy results from

baroclinic instability associated with the vertical shear between the eastward, surface flowing Sub-

tropical Countercurrent and the westward subsurface North Equatorial Current [Qiu, 1999, Qiu and

Chen, 2010].

Energetic internal tides and dynamic mesoscale circulation make the Philippine Sea a

challenging region to predict, and an ideal area to study the interactions of these processes in the

ocean. The Philippine Sea Acoustic Experiment (PhilSea) took place in the region in 2010-2011; a

year-long observational campaign which collected data from an acoustic array, autonomous gliders,

ship-borne Conductivity Temperature Depth (CTD) sensors and a thermister chain. The acoustic

data is not available to us at this time but we make use of the other data collected during this

experiment. Subsurface observations are also available from Argo floats (www.argo.ucsd.edu) and

repeat CTD survey sections that have been maintained by the Japan Meteorological Agency (JMA)

(refer to Qiu et al. [2012]). Satellite-derived Sea Surface Temperature (SST) data and Sea Surface

Height (SSH) data from satellite altimetry are also available. We assess the predictability of the

region given this data, which provides a relatively well-observed ocean state.

1.3 Project Summary and Objectives

This study focuses on modeling of the internal tides and mesoscale circulation in the

Philippine Sea, with the overall objective of improving our understanding of the predictability of

oceanic regions that contain significant energy at both of these dynamical scales. This project in-

vestigates the effects of remotely generated internal tides and the varying subtidal circulation on

model estimates of baroclinic tides in this region of strong internal tides and energetic mesoscale

circulation. Understanding the variability of the baroclinic tides is important as it affects the energy

made available for mixing in the ocean, and determines the role of the baroclinic tides in the pre-

dictability of the ocean state. The study then goes on to assess the predictability of the Philippine

Sea circulation using an advanced state estimation technique to assimilate a variety of observations.

The project comprises three main topics, covered in Chapters 2, 3 and 4 of this document, respec-

tively:

1) Effects of Remote Generation Sites on Internal Tides in the Philippine Sea.

We investigate the impact of remotely generated internal tides on model estimates of barotropic to

baroclinic tidal conversion for two generation sites bounding the Philippine Sea: the Luzon Strait
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and the Mariana Island Arc. We quantify the influence of remotely generated internal tides on local

conversion for a climatological mean, horizontally uniform stratification. This work demonstrates

a dynamical connection between internal tide generation at the two sites, separated by thousands

of kilometers, and shows the significance of remotely generated internal tides in estimates of local

internal tide energetics. This study has been published in Kerry et al. [2013].

2) Impact of Subtidal Circulation on Internal Tides in the Philippine Sea.

We quantify the variability in internal tide generation at the Luzon Strait due to both the varying

stratification over the local generation site, and the varying effect of remotely generated internal

tides from the Mariana Arc. The influence of the mesoscale field on baroclinic energy flux propa-

gation and internal tide dissipation is investigated and compared to the horizontally uniform, mean

stratification case. The results provide insight into the variability in internal tide generation, prop-

agation and dissipation due to varying subtidal dynamics, and the limitations of models assuming

uniform stratification in representing internal tide energetics. The first part of this work has been

published [Kerry et al., 2014a], and a second publication is currently under revision [Kerry et al.,

2014b]. The highly variable, non-deterministic nature of the internal tides has implications for sam-

pling of the ocean and making use of these observations for data assimilative purposes.

3) Influence of Internal Tides on Predictability of the Philippine Sea Circulation using

4D-Variational Data Assimilation.

We assess how well we are able to estimate and predict the surface and interior structure of the

Philippine Sea by assimilating various surface and subsurface observations into our model. We are

interested in how the internal tides affect our estimates of the subtidal dynamics. The internal tides

are sampled by the observations, and we examine how including the internal tides in our circulation

model affects our subtidal estimates, as compared to assimilation into a model that does not include

the tides. For predictions, we focus on short-range, 7-day forecasts. Including the internal tides

provides significant improvement in estimates and predictions of the subtidal circulation.

1.4 Model Description

We use the Regional Ocean Modeling System (ROMS) to simulate the atmospherically-

forced eddying general circulation and the principal lunar, semidiurnal (M2) barotropic and baro-

clinic tides in the Philippine Sea. ROMS is a free-surface, hydrostatic, primitive equation ocean

7



model solved on a curvilinear grid with a terrain-following vertical coordinate system [Shchepetkin

and McWilliams, 2005]. For computational efficiency, ROMS uses a split-explicit time-stepping

scheme allowing the barotropic solution to be computed at a much smaller time step than is used

for the (slow-mode) baroclinic equations using a temporal averaging filter to ensure preservation

of tracers and momentum and minimize aliasing of unresolved barotropic signals into the baro-

clinic motions [Shchepetkin and McWilliams, 2005]. The ROMS computational kernel is further

described in Shchepetkin and McWilliams [1998, 2003].

Although internal tides inherently have a non-hydrostatic component, the hydrostatic ap-

proximation remains valid for the relatively large scale processes and coarse model resolution used

in this study, as shown in Bergh and Berntsen [2009] and Vitousek and Fringer [2011]. While

the internal tides in the SCS have been shown to be highly nonlinear and non-hydrostatic as they

steepen on interaction with the continental shelf [Alford et al., 2010, Farmer et al., 2011], we focus

on their propagation into the Philippine Sea where the internal tides travel into deep water and do

not form solitons [Buijsman et al., 2010a] and their propagation into the SCS prior to interaction

with the shelf. The ROMS model handles nonlinear processes but makes the hydrostatic approxi-

mation. Hydrostatic models have been used in many regional and global scale internal tide studies

(e.g. Merrifield and Holloway [2002], Niwa and Hibiya [2004], Simmons et al. [2004], Carter et al.

[2008], Jan et al. [2008], Zilberman et al. [2009], Arbic et al. [2010], Powell et al. [2012]). We

focus on the dominant semidiurnal constituent, M2, so as to be able to present a thorough analysis

within the scope of this study. The M2 and K1 tidal constituents are both of approximately equal

magnitude in the region [Zu et al., 2008, Alford et al., 2011] and further studies may be interested

in investigating the K1 internal tides or combined constituents.

A common Outer domain is used as the basis of all experiments performed to address the

three topics described in Section 1.3 above (see Figures 2.1 and 3.1). The model has a variable hor-

izontal resolution, with 8 km over most of the domain, and a higher zonal resolution of 4.5 km over

the Luzon Strait. This allows improved bathymetric resolution while minimizing pressure gradient

errors in the region of steep topography. The model is configured with 25 vertical s-layers distributed

with a higher resolution in the upper 250 m of the water column. In models using terrain-following

coordinate systems, steep topographic gradients generate numerical errors associated with the com-

putation of the pressure gradient term resulting in artificial along-slope flows [Haney, 1991, Mellor

et al., 1994]. These errors depend on the topographic steepness and the intensity of the stratification

[Haidvogel et al., 2000]. ROMS is effective at minimizing these horizontal pressure gradient (HPG)

errors [Shchepetkin and McWilliams, 2003]; although, a certain degree of topographic smoothing
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is usually still desirable. The generation of internal tides occurs primarily at regions of steep topog-

raphy and is highly sensitive to bathymetric smoothing [Di Lorenzo et al., 2006]. For this study, a

smoothing method has been applied in which a high priority is placed on maintaining topography

(slopes and peak heights) important for internal tide generation while attempting to minimize HPG

errors. We accomplish this by utilizing a linear programming technique described in Sikiric et al.

[2009]. The model bathymetry is obtained from the General Bathymetric Chart of the Oceans one-

minute gridded bathymetry data generated from combined satellite-derived gravity data and ship

depth soundings [IOC et al., 2003].

Sub-grid scale horizontal mixing of momentum and tracers is handled using a harmonic

(3-point stencil) mixing operator [Haidvogel and Beckmann, 1999] and the viscosity is derived

from the horizontal divergence of the deviatory stress tensor [Wajsowicz, 1993]. The diffusion and

viscosity coefficients are scaled by grid-size such that less explicit diffusion occurs in the high-

resolution (4.5 km) region than in the 8 km region. The Mellor and Yamada [1982] level-2.5,

second-moment turbulence closure scheme (MY2.5) is used in parameterizing vertical turbulent

mixing of momentum and tracers. The Chapman condition [Chapman, 1985] is applied to the

free surface at the boundaries and the Flather condition [Flather, 1976] is applied to the barotropic

velocity so that barotropic energy is transmitted out of the domain. Baroclinic energy is absorbed

at the boundaries using a flow relaxation scheme involving a sponge layer over which viscosity and

diffusivity are increased linearly by an order of magnitude from the values applied within the model

domain. No internal wave reflections are observed at the model boundaries. The specific modeling

experiments are described in their respective sections.
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Chapter 2

Effects of Remote Generation Sites on

Internal Tides in the Philippine Sea

2.1 Introduction

Remotely generated internal tides have been shown to produce changes in the local in-

ternal tide generation by altering the phase of the bottom pressure perturbation with respect to the

local surface tide [Kelly and Nash, 2010, Zilberman et al., 2011, Hall and Carter, 2011, Powell et al.,

2012]. There are many regions around the globe where remote energy fluxes reach local conversion

sites (e.g. refer to Figure 13 of Simmons et al. [2004]). The significance of the influence of remotely

generated internal waves on local internal tide generation is not well known.

Several modeling studies have been undertaken in the Luzon Strait region; however, the

estimates of the energy converted vary significantly. Niwa and Hibiya [2004] investigated the M2

internal tide generation for a domain including the Luzon Strait and the East China Sea. Using

annual mean stratification, they predicted the total barotropic to baroclinic tidal energy conversion

at the Luzon Strait to be 14 GW, with 27% of the incident barotropic energy being converted.

Using a linear damping scheme, they found 53% of the energy converted (7.4 GW) propagates as

baroclinic tides into the SCS (4.2 GW) and the Philippine Sea (3.2 GW) with the remaining 6.6

GW dissipated locally. Jan et al. [2008] simulated the internal tide generation using four principal

constituents (O1, K1, M2, S2) at the Luzon Strait. Approximately 30% of the incident M2 barotropic

tidal energy was converted to the internal tides. Barotropic to baroclinic energy conversion for the

M2 tide was 9.6 GW, supporting a total M2 baroclinic energy flux away from the ridge of 5.05 GW

(3.02 GW to the west and 2.30 to the east), leaving 47% dissipated locally. Conversion values for

runs with all four constituents ranged from 11 GW to 50 GW over the spring-neap cycle. Alford
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et al. [2011] calculate a total modeled conversion over the Luzon Strait, for semidiurnal and diurnal

bands, of 24.1 GW, with 39% local dissipation. Simmons et al. [2004] use four different modeling

approaches and present total conversion values ranging from 9-22 GW for this same region. All of

these estimates assume horizontally uniform stratification.

There are a variety of reasons for this differentiation in barotropic to baroclinic tidal con-

version estimates, including different parameterizations of unresolved physical processes and sen-

sitivities to bathymetry and stratification that are discussed in detail in Di Lorenzo et al. [2006].

Conversion estimates may vary significantly with different vertical and horizontal model resolu-

tions and are highly sensitive to bathymetric smoothing which is often required in s-coordinate

ocean models. Model estimates of tidal dissipation are uncertain as sub-grid scale processes must

be parameterized. In this chapter, we show that the inclusion — or not — of remotely generated

internal tides in models may be a significant source of variability in estimates of conversion. We

investigate the tidal conversion at the Luzon Strait and the Mariana Island Arc and the influence that

each exerts on the other. We characterize the combined case and compare this to local generation at

each of the two sites without the effects of internal tides from the other. Remotely generated internal

tides are found to significantly influence local barotropic to baroclinic tidal conversion at both the

Luzon Strait and Mariana Arc generation sites. In particular, internal tides generated at the Luzon

Strait are found to profoundly alter conversion at the Mariana Arc.

2.2 Experiments

We use the Regional Ocean Modeling System (ROMS) to simulate the principal lunar,

semidiurnal (M2) tide in the Philippine Sea. We begin by characterizing the internal tides for a

climatological mean horizontally uniform stratification. In order to investigate the effect of remotely

generated internal tides on local generation at both the Luzon Strait and the Mariana Island Arc we

perform simulations using three different domain sizes, as shown in Figure 2.1. The large domain,

hereafter referred to as the FULL case, uses the Outer grid as described in Section 1.4 that extends

from the SCS to the east of the Mariana Arc, including both the Luzon Strait and Mariana Arc

tidal conversion sites. The LUZON domain shares the same boundaries as the FULL case to the

west, north, and south but has its eastern boundary at 137.85◦E (the dot-dashed line in Figure

2.1) to remove the influence of baroclinic tides originating from the Mariana Arc. Similarly, the

MARIANA domain is used to simulate the tides from the Mariana Arc without the influence of
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the internal tides from the Luzon Strait and its western boundary is at 128.48◦E (the dashed line in

Figure 2.1).

D
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m
)

0

Philippine Sea
South
China Sea

Luzon Strait
Mariana
Island ArcStation 1

Station 2 Station 3

Figure 2.1. FULL model domain with bathymetry showing the three tidal stations used for model
verification. The grey dash-dot line shows the eastern boundary of the LUZON domain, and the
grey dashed line shows the western boundary of the MARIANA domain. Note the two domains
overlap.

The model simulations are performed using the spatial mean stratification across the

domain of the annual mean climatology from the National Oceanographic Data Center’s World

Ocean Atlas. The FULL model is forced at the four open boundaries with tidal surface elevation

and momentum from the global barotropic tidal model provided by the Oregon State University

TOPEX/Poseidon Global Inverse Solution, TPXO7.1, [Egbert and Erofeeva, 2002]. In order to

make valid comparisons of internal tide generation with the LUZON and MARIANA domains,

it was important to ensure that the coincident barotropic energy fluxes at the western and eastern

boundaries of the smaller domains matched the barotropic fluxes in the FULL model run. The LU-

ZON domain was therefore forced at its eastern boundary by surface elevation and barotropic flow

extracted from the FULL model run, and by TPXO at its western, northern and southern bound-

aries. Similarly, the western boundary forcing for the MARIANA domain was derived from surface

elevation and barotropic flow from the FULL run, and by TPXO at its remaining boundaries. The

model is run for a period of 64 days and the 6 tidal cycles (74.52 hours) following the first 60 days

are used in the analysis.
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2.3 Tide Characteristics

2.3.1 M2 Surface Tide Field

We begin by comparing the results of the FULL case with observations and examining the

tidal properties. Observed surface elevation data is available at three sea-level stations within the

model domain, as marked in Figure 2.1. The two deep water stations (Stations 1 and 2) are Deep-

ocean Assessment and Reporting of Tsunamis (DART) buoys maintained by the NOAA National

Data Buoy Center. Station 3 is a coastal tidal station located in Pago Bay, Guam available from the

NOAA Center for Operational Oceanographic Products and Services. The modeled and observed

amplitudes and phases of the M2 tide are given in Table 2.1. A quantitative comparison accounting

for both amplitude and phase is given using an absolute RMS error, as described by Cummins and

Oey [1997],

E =

√
1

2
(A2

o +A2
m)−AoAm cos(Go −Gm) , (2.3.1)

where subscripts o and m denote observed and modeled amplitudes (A) and phases (G), respectively.

Table 2.1. Comparisons of M2 surface amplitudes and phases between the horizontally uniform
stratification FULL model and sea-level gauges. Phase is relative to the equilibrium tide at Green-
wich, E is defined in Equation 2.3.1

Amplitude (m) Phase E (m) E (%)
Station 1

ROMS 0.45 292.19 0.047 9.5
Observed 0.49 285.71
Station 2

ROMS 0.52 289.34 0.025 4.5
Observed 0.55 290.98
Station 3

ROMS 0.17 267.94 0.042 38.5
Observed 0.11 271.50

The model shows good agreement with the observed values at the deep water stations.

Station 3 is a coastal station and is poorly resolved by the 8 km resolution of the model due to the

steep topography of the region. The corresponding model grid cell depth is 900 m, as compared to

the true depth of 8 m for the station. The amplitude and phase of the M2 surface elevation is altered

by the generation of internal tides in the baroclinic solution. The surface expression of the internal

tides introduces small scale variability with wavelengths of 170 km, as shown by the cotidal plot in
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Figure 2.2. This compares with wavelengths between 150-200 km shown in modeling studies by

Niwa and Hibiya [2004] and a wavelength of 120 km by Jan et al. [2008].
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Figure 2.2. M2 cotidal plot showing amplitude (top) and Greenwich phase (bottom) for the FULL
case.

The M2 tide causes strong barotropic velocities as it moves over the shallow ridges of the

Luzon Strait. The Strait’s bathymetry is characterized by two ridges that lie in an approximately

north-south direction; the eastern ridge is the shallowest with depths of 500-1500 m and contains

the Batanes Islands, while the western ridge extends directly south from Taiwan and rejoins with

the eastern ridge in the southern portion of the Strait. At the Luzon Strait, barotropic velocities

along the major axes reach 15-25 cm s−1 across the eastern ridge, and 20-25 cm s−1 at the western
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ridge. Our modeled M2 tidal ellipse parameters are in good agreement with the ADCP measured

values from a mooring located at 120.5◦E, 21◦N reported by Liao et al. [2010]. The measured major

axis velocity and phase were 8.46 cm s−1 and 224.09◦ respectively, compared to 8.65 cm s−1 and

247.10◦ from the model. As the barotropic flow is steered by the bathymetry, this result provides

confidence in our representation of the bathymetry after the smoothing operation.

The Mariana region consists of two arc-shaped ridges: the main island arc is directly west

of the trench subduction zone and a secondary arc is 250-300 km further west. Modeled barotropic

tidal velocities are strongest between the islands on the southern portion of the main arc with major

axis speeds of 8-12 cm s−1. Velocities over the northern portion of the arc typically reach 4-6

cm s−1 with stronger velocities observed at the far northern islands (8 cm s−1). The western arc

does not contain islands and maximum barotropic tidal velocities are 4-6 cm s−1.

2.3.2 M2 Internal Tide Field

Strong barotropic flow forced up and over the ridge systems at the Luzon Strait and Mari-

ana Arc induces significant vertical velocities, displacing isopycnals, and generating internal waves

which radiate away from the ridges. Isopycnal displacements of over 50 m are found close to the

generation region at the Luzon Strait and decrease as the waves propagate east. This compares with

the vertical displacements of 20-30m as modeled by Jan et al. [2008] and Niwa and Hibiya [2004],

respectively. Vertical displacements of internal tides generated at the Mariana reach maximum val-

ues of 20 m in a focused beam along the arc’s central axis. The internal tides have wavelengths

of approximately 170 km and Mode-1 propagates at 3.8 m s−1. Internal tides propagate along ray

paths with a theoretical slope, s (the ratio of horizontal to vertical wavenumbers), given by

s = ±

√
ω2 − f2

N2 − ω2
, (2.3.2)

where ω is the frequency of the internal wave, f is the inertial frequency, and N the buoyancy fre-

quency. The modeled wavelengths compare well with the wavelengths predicted by the theoretical

ray paths calculated from the model buoyancy frequency profile. The wave speed in the model is

consistent with the phase speed of the first baroclinic mode that is calculated to be 3.7 m s−1 for

the model’s mean stratification. These values are also consistent with Niwa and Hibiya [2004] who

simulated M2 internal tide wavelengths of 150-200 km and speeds of 3.5-4.5 m s−1.

The spacing between the two Luzon ridges along 21◦N is 122 km, which is similar wave-

length to the M2 internal tides [Alford et al., 2011] and is nearly resonant. Figure 2.3 shows the

baroclinic velocity structure and vertical isopycnal displacements along 21◦N at the Luzon Strait
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for both maximum westward and eastward barotropic velocity. Upward vertical displacement of

isopycnals occurs when the barotropic tide flows up and over the ridges, with downward vertical

displacement resulting on the lee side. When the flow reverses, vertical displacements reverse. In-

ternal wave beams generated at each of the two ridges may be reinforced at the adjacent ridge as

the ridge spacing is close to the wavelength of the internal tides [Farmer et al., 2009, Buijsman and

Legg, 2012]. This resonance may account for the greater vertical displacements modeled in the

northern portion of the Strait. Further south at 20◦N, the spacing (∼75 km) is non-resonant for the

M2 internal tides and vertical displacements to the east of the Strait are 32% smaller as compared

to east of the resonant region to the north.
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Figure 2.3. Instantaneous isopycnal displacement at a cross section through 21◦N at the Luzon
Strait, for maximum westward barotropic flow (top) and maximum eastward barotropic flow (bot-
tom). Baroclinic velocities are shown by the black arrows. Barotropic flow is shown by the blue
arrows above each plot.

Internal tide generation is favored when the criticality (ratio of bottom slope to the char-

acteristic ray path slope, s) is greater than one (supercritical). At the Luzon Strait the steepest model

slopes occur on the eastern slope of the east ridge, reaching 0.15, while the western slope is less

steep at around 0.07. The west ridge has a maximum topographic slope of 0.11 on both the east
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and west slopes. Criticality values, given the mean stratification, are greatest over the east ridge

(ranging from about 1.75 to 3) and the eastern slope of the west ridge (1-2). At the Mariana Arc,

model bathymetry bottom slopes range from 0.04 to 0.07 over most of the two arcs, and are between

0.08 and 0.11 on the southern portion of the eastern arc to the east and south of Guam. Criticality

values are greatest on the eastern slope near Guam (up to 1.1) and at the far north where the two

arcs converge (1-1.2). Criticality values across the domain show a strong qualitative correlation

with regions of high internal tide generation.

2.3.3 M2 Internal Tide Energetics

The conversion of barotropic tidal energy to baroclinic tides and the subsequent baroclinic

processes can be described in terms of an energy budget. The barotropic energy flux is given by

Fbt =
1

Tθ

∫ Tθ

0

∫ η

−H
ubtθ(t) ρo g (ηθ(t)− z) dz dt, (2.3.3)

where ubtθ is the barotropic velocity and ηθ is the surface elevation for the tidal period θ. Upon

interaction with steep topography, a portion of the barotropic tidal energy may be converted to

baroclinic tidal energy with a typically small amount being lost to bottom friction or numerical

dissipation. The radiation of internal tides from the generation site can be described as an energy

flux. This baroclinic energy flux is calculated from the velocity and pressure perturbations which,

following Nash et al. [2005], are given by

u
′
θ(z, t) = uθ(z, t)− ūθ(z)− ū0(t) (2.3.4)

and

p
′
θ(z, t) = pθ(z, t)− p̄θ(z)− p̄0(t) , (2.3.5)

where ūθ(z) and p̄θ(z) are time mean quantities. The baroclinicity condition requires that the depth

averaged velocity and pressure perturbations vanish, such that

p̄0(t) =
1

H + ηθ

∫ ηθ

−H
(pθ(z, t)− p̄θ(z))dz (2.3.6)

and

ū0(t) =
1

H + ηθ

∫ ηθ

−H
(uθ(z, t)− ūθ(z))dz . (2.3.7)

The depth-integrated baroclinic flux is calculated from (2.3.4) and (2.3.5) via

Fbc =
1

Tθ

∫ Tθ

0

∫ η

−H
u

′
θ(z, t) p

′
θ(z, t) dz dt . (2.3.8)
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The barotropic to baroclinic energy conversion is calculated from the pressure perturbation at the

bottom and the vertical component of the barotropic flow (wbtθ ), and is given by

C =
1

Tθ

∫ Tθ

0
(p

′
θ(−H, t) wbtθ(−H, t)) dt , (2.3.9)

where, assuming incompressibility, wbtθ = ubtθ · ∇(−H).

Because time snap-shots of the model output can lead to undersampling of the tidal ampli-

tudes, we compute the energy fluxes and conversion using spectral components. As such, Equation

2.3.9 can be written in terms of the M2 amplitudes and Greenwich phases (θp′ and θwbt) of p
′
(−H)

and wbt(−H), as defined in Zilberman et al. [2011], as,

C = 0.5 p
′
θA(−H) wbtθA(−H) cos(θp′ − θwbt), (2.3.10)

where the subscript A refers to the amplitudes.

Carter et al. [2008] partition the baroclinic energy into barotropic to baroclinic conversion

(C), tendency (T ), flux divergence (∇ · Fbc), nonlinear advection (A), and dissipation (D), where

the baroclinic energy balance is defined as C = T +∇·Fbc+A+D. They define the baroclinic en-

ergy fluxes as in (2.3.8) and the conversion is dynamically equivalent to (2.3.9). The tendency term

describes the time rate of change of energy and is zero for a steady-state solution, and the advec-

tion term accounts for energy undergoing nonlinear transformations. Carter et al. [2008] show the

tendency and advection terms are small for the Hawaiian Ridge, justifying the use of the dominant

baroclinic energy balance,

D = C −∇ · Fbc. (2.3.11)

This simplified energy budget approach has been employed in several other studies including Niwa

and Hibiya [2004], Jan et al. [2008] and Zilberman et al. [2009]. Alford et al. [2011] explicitly

note that the dissipation, D, term accounts for all processes removing energy from the internal tide,

including dissipation and nonlinear energy transfers. With modeling studies, D will also include

numerical dissipation and error, and when computing the full balance, round-off errors, etc.

We examine the simplified energy budgets for both the Luzon Strait and Mariana Island

Arc internal tide generation sites, characterizing the transfer of energy from the barotropic to the

baroclinic tide, the radiation of baroclinic tide energy, and the internal tide energy lost locally. We

define a bounding box for each of the two major conversion sites and calculate the residual energy,

given by C − ∇ · Fbc, representing the losses from the internal tide by dissipation and nonlinear

transfers (which we assume are small). As each site receives baroclinic energy fluxes that are

generated remotely (outside of the bounding box) this residual energy accounts for the loss of both
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the locally converted baroclinic energy and the remotely generated internal tide energy within the

bounding box, as well as any unresolved error. These two components can not be separated and will

be referred to collectively as residual baroclinic energy in this discussion.

Depth-integrated baroclinic energy fluxes for the FULL domain are shown in Figure 2.4.

Three distinct eastward beams are seen to the east of the Luzon Strait. The strongest flux is 35

kW m−1 propagating in a northeast direction from the northern part of the Strait (where the ridge

spacing is near-resonant). Decomposing the fluxes into modes, we find that 50% of the energy is

in Mode-2 that may be due to interaction of waves that are generated at both the western and east-

ern ridges. The eastward and southeastward beams are primarily generated over the Luzon eastern

ridge with a maximum flux of 20 kW m−1 and 25 kW m−1, respectively, and are comprised of 80%

Mode-1 energy. East of 126◦E, the fluxes form into three main southeastward propagating beams

that persist until 131◦E. Fluxes generated at the Mariana Arc peak at 20 kW m−1 and propagate

westward in a focussed beam. This appears to be a result of the focussing of the arc shaped genera-

tion site as discussed by Zhao and D’Asaro [2011], who reported fluxes of up to 17 kW m−1 in the

beam.
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Figure 2.4. Depth-integrated M2 baroclinic energy fluxes for FULL model. Grey lines show 1000m
and 2000m depth contours.

Barotropic to baroclinic conversion over the entire domain for the FULL case is shown in

Figure 2.5, with energy budgets performed for the Luzon Strait and Mariana Arc conversion sites

(defined by the blue dashed lines). Approximately 33% of the barotropic tidal energy (18.35 GW)
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is lost at the Luzon Strait, supporting 16.97 GW of barotropic to baroclinic energy conversion. The

barotropic flux divergence is almost balanced by the barotropic to baroclinic conversion (92.5%

converted) and the remaining 1.38 GW (7.5%) is attributed bottom friction losses. 59% of the total

conversion occurs at the eastern ridge and 41% at the western ridge. Our M2 conversion estimate

is higher than those of Niwa and Hibiya [2004] (14 GW) and Jan et al. [2008] (9.6 GW). Jan et al.

[2008] use a coarser resolution (∼9 km) compared to our 4.5 km over the Luzon Strait bathymetry,

while Niwa and Hibiya [2004] find their conversion estimates are not sensitive to horizontal res-

olution (varied from 1.7 to 7 km) although the topographic averaging radius was held constant at

10 km. Negative conversion values in Figure 2.5 result from phase differences between the bottom

pressure perturbation and the barotropic vertical velocity that are greater than 90◦ [Kurapov et al.,

2003, Zilberman et al., 2009, Hall and Carter, 2011, Carter et al., 2012]. This occurs when non-

locally generated internal tides alter the phase of the pressure perturbation. In the case of the Luzon

Strait, non-local internal tides are from distant generation sites such as the Mariana Arc as well as

internal tides generated at the adjacent ridge. The total baroclinic energy flux out of the Luzon Strait

bounding box is 10.88 GW. Of the energy flux leaving the box, 44% radiates to the east, 54% to

the west and the remainder is accounted for by fluxes in and out from the south and north. This is

consistent with estimates by Niwa and Hibiya [2004] and Jan et al. [2008] who reported 43-45% of

the radiated baroclinic energy propagating eastward into the Philippine Sea. The residual baroclinic

energy in our simulation is 6.09 GW. Assuming the remotely generated baroclinic energy fluxes en-

tering the bounding box are small compared to those generated locally, this gives a local dissipation

of 36% of the conversion.

A range of values of local dissipation at the Luzon Strait have been reported in previous

modeling studies; however, the validity of these estimates is unclear as numerical models are un-

able to resolve sub-grid scale dissipative processes, and the spatial sparsity of observations make

it difficult to verify model estimated energy budgets. Alford et al. [2011] reported 39% local dis-

sipation for semidiurnal and diurnal bands and Niwa and Hibiya [2004] found 37% for M2 only.

Additional simulations by Niwa and Hibiya [2004] applying an artificial linear damping term to

the horizontal momentum equations to parameterize unresolved dissipative processes gave 47% lo-

cal dissipation. Jan et al. [2008] use a similar parameterization to include additional damping and

estimate 45-46% for M2 with summer and winter stratifications, and 57-60% for semidiurnal and

diurnal bands over the spring neap cycle. ROMS uses a quasi-monotone advection scheme, which

consists of a high-order, integrally conservative and nondissipative, advection scheme followed by

a locally adaptive correction such that numerical dispersion is transferred to diffusion [Shchepetkin
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Figure 2.5. M2 barotropic to baroclinic conversion for the FULL case. Energy budgets at the
Luzon Strait (bottom) and Mariana Arc are shown for the boxes outlined by the blue dashed lines.
Barotropic energy fluxes at the four sides are indicated by the double arrows, and baroclinic energy
fluxes by the single arrows. Bartropic tide energy loss, total area-integrated tidal conversion, total
baroclinic energy flux out, and residual baroclinic energy are given.

and McWilliams, 1998]. We use harmonic viscosity to parameterize horizontal turbulence, and we

find that the dissipation estimate at the Luzon Strait is not sensitive to the choice of coefficient. We

varied the diffusion coefficient between 1 m2 s−1 and 100 m2 s−1 and the difference in resulting

dissipation was less than 0.4%. The modeling study presented here does not use additional damping

and our dissipation estimate is similar to those of Niwa and Hibiya [2004] and Alford et al. [2011]

where damping is not included.

Dissipation may also be sensitive to the horizontal resolution of a model. Finite horizontal

resolution limits the resolution of the higher vertical modes as singularities along tidal beams are

smoothed and the conversion of baroclinic energy into these higher, more easily dissipated modes is
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suppressed. Di Lorenzo et al. [2006] attribute their reduced model conversion (as compared to the

theoretical) to discretization and under representation of the higher modes. Sensitivity experiments

by Niwa and Hibiya [2004] found dissipation estimates at the Luzon Strait were insensitive to

horizontal resolution varied between 1.7 and 7 km (with a constant bathymetric averaging radius

of 10 km). At the Mid-Atlantic Ridge, Zilberman et al. [2009] reported a higher resolution (1.5

km) gave a higher estimate of dissipation (52%), compared to 42% for the lower resolution (15 km)

model. They found this was due to increased dissipation of the the low modes due to topographic

scattering to higher modes in the lower resolution model.

The high dissipation at Luzon Strait has been attributed to the presence of the two ridges.

Jan et al. [2008] compared the Luzon Strait dissipation for simulations with and without the western

ridge and argue the strong dissipation of the semidiurnal tide is due to interference between rays

generated at the two ridges. Buijsman and Legg [2012] suggest that a potential mechanism for the

increased dissipation is the formation of nonlinear internal hydraulic jumps, or high-mode turbulent

lee waves. Alford et al. [2011] present dissipation values from observations and find that the spatial

variability is consistent with model estimates, particularly in relation to the increased dissipation

where the ridge spacing is resonant for the semidiurnal tide; however, sparse observations are not

able to validate the regional energy budget.

At the Mariana Arc, only 7.1% of the incoming barotropic tidal energy is converted to

baroclinic energy, compared to 33% at the Luzon Strait. Barotropic to baroclinic conversion at the

Mariana Arc for the FULL case is shown in Figure 2.5, and the area-integrated conversion over the

bounding box is 3.82 GW. Barotropic energy loss over the region is 4.81 GW, leaving a residual

of 0.99 GW lost to bottom friction, etc. The net baroclinic energy flux at the western edge of the

box is eastward due to persistent eastward flux from the Luzon Strait dominating the westward flux

generated at the Mariana Arc. The net flux radiated out of the box is 2.06 GW with 1.76 GW of

baroclinic energy being lost within the box. This residual baroclinic energy includes the dissipation

of the incoming flux from the Luzon Strait within the bounding box, as well as dissipation of locally

generated internal tides.
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2.4 Effects of Remotely Generated Internal Tides

2.4.1 Conversion and Energy Budgets

Low-mode internal tides have been observed to travel thousands of kilometers across the

oceans using acoustics [Dushaw et al., 1995], satellite altimetry [Ray and Mitchum, 1997, Ray and

Cartwright, 2001], and current meters [Chiswell, 2002, Alford, 2003]. The influence of remotely

generated internal tides on local barotropic to baroclinic conversion has been studied for an ideal-

ized continental slope [Kelly and Nash, 2010], for Monterey Submarine Canyon [Hall and Carter,

2011], and for Hawaii [Zilberman et al., 2011, Powell et al., 2012]. Changes in conversion result

from interactions between remote and local internal tides which alter the magnitude and phase of

the pressure perturbation at the bottom, p
′
θ(−H, t), with respect to the vertical barotropic velocity,

wbtθ(−H, t), which remains the same. In the following section, we compare internal tide genera-

tion and propagation at the Luzon Strait and Mariana Arc from the FULL case with the LUZON

(generation at the Luzon Strait with no baroclinic tides from the Mariana Arc) and the MARIANA

(generation at the Mariana with no baroclinic tides from the Luzon Strait) cases.

Remotely generated internal tides from the Mariana Arc act to reduce the total conversion

at the Luzon Strait in the model simulations. A comparison of conversion at the Luzon Strait

plotted against longitude for the FULL case and the LUZON case is shown in Figure 2.6, with the

four primary conversion sites labeled. Conversion estimates are greater at the eastern ridge and the

eastern slope of the western ridge, but relatively unaffected at the western slope of the western ridge.

The total area-integrated conversion for the LUZON case increases by 1.83 GW (11%) to 18.80 GW

in the absence of the Mariana Arc generated internal tides.. Figure 2.7 shows the energy budget for

the LUZON case (left panel) and the spatial conversion differences (LUZON - FULL, right panel).

Positive difference values indicate greater conversion in the absence of the Mariana internal tide and

negative values where conversion is increased by the remotely generated internal tides. Westward

and eastward fluxes are 10% and 18% greater, respectively, compared to the FULL case. Residual

baroclinic energy for the LUZON case is 6.34 GW, compared to 6.09 GW for the FULL case; as

a percentage of local conversion this is only slightly less for the LUZON case (34% compared to

36%) suggesting local dissipation is dominant.

Barotropic to baroclinic conversion estimates at the Mariana Arc are significantly influ-

enced by the internal tides generated at the Luzon Strait. Area-integrated conversion for the MAR-

IANA case is 65% greater than the FULL case (6.29 GW compared to 3.82 GW). Figure 2.8 shows

the energy budget for the MARIANA case (left panel) and the difference in conversion (MARIANA
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Figure 2.7. Barotropic to baroclinic tidal energy conversion and energy budget for the LUZON case
(left panel) and conversion difference for LUZON - FULL cases (right panel). Positive difference
values indicate where internal tides from the Mariana Arc have reduced conversion and vice versa.
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- FULL, right panel) with positive values indicating greater conversion in the absence of remotely

generated internal tides. There are significant changes to the conversion over the Mariana region for

the MARIANA case with much fewer areas of ‘negative’ conversion, compared to the FULL case

(Figure 2.5), as the phase of the bottom pressure perturbation is altered by the remotely generated

internal tides in the FULL case. At the western edge of the box, the net baroclinic flux is weakly

eastward for the FULL case (0.18 GW) due to persistence of flux from the Luzon Strait, while for

the MARIANA case the flux is westward at 1.96 GW. At the eastern edge the total eastward flux is

11% greater for the MARIANA case due to increased conversion. The residual energy inside the

bounding box is similar in both cases; 1.69 GW for the MARIANA case, compared to 1.76 GW for

the FULL, however in the FULL case this includes energy dissipated from the remotely generated

fluxes as well as local dissipation. Due to the absence of remote baroclinic energy in the MARIANA

case we can equate this residual energy to local dissipation as a percentage of conversion, giving

27%.
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Figure 2.8. Barotropic to baroclinic tidal energy conversion and energy budget for the MARIANA
case (left panel) and conversion difference for MARIANA - FULL cases (right panel). Positive
difference values indicate where internal tides from the Luzon Strait have reduced conversion and
vice versa.
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The interaction of the opposing wave fields (from the Luzon Strait and the Mariana Arc)

and the effect of remotely generated waves on local dissipation at the Mariana Arc are difficult to

interpret. Buijsman and Legg [2012] suggest that interactions between internal tides generated at

the two ridges at the Luzon Strait drive dissipation via the formation of high-mode turbulent lee

waves at the steep ridges; however, this mechanism is not likely to be relevant to the interactions

of weaker fluxes over the more gentle topography at the Mariana Arc. It is noted that the eastward

flux to the east of the Mariana Arc bounding box represents 30% of the total conversion for the

MARIANA case, while for the FULL case the eastward flux is almost 45% of the local conversion

(Figures 2.5 and 2.7).

The modal composition of the baroclinic energy fluxes meriodinally integrated across the

domain reveals the superposition of opposing fluxes from the Luzon Strait and the Mariana Arc.

Figure 2.9 shows the zonal baroclinic energy flux for the first three modes integrated from 12◦N

to 26◦N, for the FULL case (top panel) and the LUZON and MARIANA cases (bottom panel). In

the FULL case, the Mode-1 flux from the Luzon Strait persists across the Philippine Sea to the

Mariana Arc and dominates over the westward Mode-1 flux generated at the Mariana Arc. Directly

to the west of the Mariana Arc generation site, total Mode-2 and 3 fluxes are westward, dominated

by fluxes from the Mariana Arc. The modal composition to the east of the Mariana Arc differs

in the FULL and MARIANA cases. The eastward flux at the eastern edge of the bounding box

(147◦E) in the MARIANA case is accounted for by the first three modes with 77%, 20%, and 3%,

respectively. In the FULL case, while the energy flux from the Luzon Strait that reaches the Mariana

Arc is dominantly Mode-1, the net eastward flux on the eastern side of the Mariana comprises more

energy at higher modes as compared to the MARIANA case; 61% Mode-1, 35% Mode-2 and 4%

Mode-3. This suggests scattering of the eastward Mode-1 flux from the Luzon Strait into higher

modes at the Mariana Arc, similar to the findings by Johnston et al. [2003] which show the Mode-

1 energy emanating from the Hawaiian Ridge is scattered upon interaction with the Line Islands

Ridge. This is significant as high-mode energy is dissipated more rapidly contributing to turbulent

mixing.

The spatial pattern of the westward propagating internal tides away from the Mariana

Arc generation site obtained in the MARIANA simulation is altered by the superposition of the

eastward propagating flux from the Luzon Strait in the FULL case. Using satellite altimetry, Zhao

and D’Asaro [2011] observed a beam of zonal energy flux focussed by the island chain near 17◦N

with a peak of energy near 140◦E. Figure 2.10 shows the baroclinic energy fluxes from the LUZON

and MARIANA cases, as compared to the FULL case in Figure 2.4. In the FULL case, a single
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Figure 2.9. The first three modes of the zonal baroclinic energy flux meridionally integrated between
12◦N and 26◦N for the FULL (top) and LUZON and MARIANA cases (bottom).

focussed beam is found similar to Zhao and D’Asaro [2011]. However, this is altered significantly

when neglecting the effects of the Luzon Strait. Significant conversion was shown to occur at both

arcs (Figure 2.5) and, in the MARIANA case, two focussed beams persist at the focal points of the

two arcs. This suggests that in addition to the focussing effects of the island arc as discussed by

Zhao and D’Asaro [2011], remote effects are significant in the formation of a single, focussed beam.

The southeastward propagating flux from the Luzon Strait is significantly stronger in the LUZON

case (reaching up to 40 kW m−1) compared to the FULL case (up to 20 kW m−1), corresponding

to greater conversion on the eastern slope of the east ridge (Figure 2.7). The southeastward beam is

stronger than the northeastward beam in the LUZON case, while the opposite is true in the FULL

case.
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Figure 2.10. Depth-integrated baroclinic energy fluxes for LUZON case (top) and MARIANA case
(bottom). Grey lines show 1000m and 2000m depth contours. Compare to FULL case in Figure
2.4.

2.4.2 Sensitivities and Variability

The energy and phasing of the remote waves upon arrival at an internal tide generation

site will influence their effect on local conversion. While higher modes typically dissipate close to

their generation site, it is the low-mode internal waves that may travel significant distances reaching

remote generation sites. As shown in the bottom panel of Figure 2.9, very little energy at Mode-3

reaches the edge of the LUZON and MARIANA domains. For the mean stratification used here,
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the times for Modes 1-3 to travel along a chosen transect between the Luzon Strait and the Mariana

Arc are 9.58, 19.11 and 28.91 days, respectively. For this reason, the simulations were integrated

for 64 days. The presented analyses were from day 60 of the simulation to allow the first three

modes to cross the sea twice. This is necessary because, internal tides from the Luzon Strait cross

the Philippine Sea to affect the conversion at the Mariana Arc and the resulting internal tides must

be given time to propagate back across the domain.

In order to understand the impact on local conversion due to the arrival of the remote

internal tides, the area-integrated conversion was calculated, averaged over 2 tidal cycles (24.84

hours), for the entire period of the simulations for the Luzon Strait (FULL and LUZON domains)

and the Mariana Arc (FULL and MARIANA domains) within the bounding boxes defined in Figure

2.5. The difference in conversion at the Luzon Strait is shown in Figure 2.11, illustrating how the

arrival of each mode from the Mariana Arc affects the conversion for the FULL case compared

to that of the LUZON case. The estimated mode arrival times are shown. The first significant

internal waves are generated at the Mariana Arc after the first day of simulation, and this is added

to estimated times for the modes to travel from the Mariana Arc. Conversion in the FULL and

LUZON cases are the same prior to the arrival of Mode-1 energy from the Mariana Arc (∼10 days),

indicating that our barotropic forcing in each model allows a valid comparison of remote effects.

After the estimated arrival of Mode-1 in the FULL case, the conversion decreases to 1.5 GW below

the LUZON case. Around day 20, Mode-2 energy arrives from the Mariana Arc. The energy

in Mode-1 is decreased after a decrease in conversion at the Mariana Arc (due to Mode-1 waves

from the Luzon Strait; Mode-1 waves have crossed twice). The conversion initially increases and

the combined effect is that conversion at the Luzon Strait thereafter proceeds to drop. A further

decrease of∼0.3 GW follows the arrival of Mode-3, after which the conversion for the LUZON and

FULL cases settles into a steady state with total a difference near 1.8 GW. Similarly, at the Mariana

Arc (not shown), the area integrated conversion is the same for the FULL and MARIANA cases

before the arrival of Mode-1, after which the FULL case decreases by 2.8 GW compared to the

conversion for the MARIANA case. Between 20 and 30 days, Mode-1 flux arriving from the Luzon

Strait is reduced and the Mode-2 waves arrive. Conversion for the FULL case increases by 0.3 GW,

and after 30 days the difference between the FULL and MARIANA conversions remains constant

at 2.5 GW.

This analysis provides insight into the influence of the important modes of remotely gen-

erated internal wave energy on the local conversion for a fixed stratification and helps quantify how

each remotely generated mode affects local conversion; however, due to spatially and temporally
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varying stratification, significant uncertainties exist. The most important uncertainties regarding the

remote effects are (i) the rate of decay of internal wave energy from its generation site, which di-

rectly affects how much energy will reach the remote site, and (ii) how mesoscale variability alters

the propagation of various modes between sites and their phase upon arrival.

The amount of internal wave energy arriving at the remote site will be important in de-

termining the pressure perturbation changes. In this simulation, we found that the first three modes

affect remote conversion for the two opposing sites in the Philippine Sea, separated by ∼2600 km;

however, the distance between the sites and the decay rate of the modes across the domain will affect

this. Direct observations of the dissipation of the internal tides are not available for the Philippine

Sea. Observations of Mode-1 internal tides propagating from the Hawaiian Ridge suggest negligible

energy decay within 1000 km of the ridge [Rainville et al., 2010]; although, the spatial variability

due to complex interference patterns make single point observations difficult to interpret. Rainville

et al. [2010] also found that simulations using the Princeton Ocean Model overestimated the high-

mode energy which may actually be more rapidly dissipated through wave-wave interactions and

interaction with the mesoscale circulation [Rainville and Pinkel, 2006]. Factors that affect this de-

cay in a numerical model include numerical dispersion and the choice of parameterization of mixing
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of momentum. In these simulations harmonic mixing of momentum was applied in the horizontal

with a harmonic viscosity coefficient of 50 m2 s−1 and the results were not sensitive to this explicit

diffusion. Simulations were conducted for the FULL case in which the coefficient was varied to

1 m2 s−1 and 100 m2 s−1. Total conversion at the Luzon Strait was insensitive to this parameter,

varying by no more than 0.4%. Conversion at the Mariana Arc was unchanged with the increased

coefficient of 100 m2 s−1. Decreasing the coefficient to 1 m2 s−1 resulted in a less than 2% decrease

in conversion, which is insignificant compared to the 65% increase for the MARIANA simulation

in which there was no internal tides from the Luzon Strait. Niwa and Hibiya [2004] found that

additional damping in the horizontal was required for their model to achieve agreement of surface

amplitudes with TOPEX/Poseidon satellite data. Further observations are required to determine the

decay of internal tide energy away from generation regions and modeling studies, such as the one

presented here, with varying distance between the sites or additional horizontal damping included

would provide further insight into the sensitivity of remote effects to dissipation.

In this study, both generation sites showed decreased area-integrated conversion in the

presence of remotely generated internal tides, but as seen in Figures 2.7 and 2.8, increases and

decreases in conversion vary spatially across the generation sites. This is caused by interactions

between remote and local internal tides which result in changes in both the magnitude and phase of

the pressure perturbation at the bottom, p
′
θ(−H, t), with respect to the vertical barotropic velocity,

wbtθ(−H, t). Kelly and Nash [2010] show that remotely generated internal tides can increase or

decrease local generation depending on the phasing of the surface tide and the bottom pressure

perturbation due to the internal tide. Equation 2.3.10 shows the dependence of the conversion on this

phase difference through the cos(θp′ − θwbt) term. The locally generated internal tide is forced by,

and therefore coherent with, the surface tide. Remotely generated tides propagate through a dynamic

ocean and may not be coherent with the local surface tides upon arrival at the new generation site.

These phase changes affect how the remote waves will influence the local barotropic to baroclinic

conversion through altering the phase difference. The conversion decreases as the phase difference

increases from nearly zero (locally generated, coherent tides) and the conversion resolves as negative

when the difference exceeds 90◦.

The influence of remotely generated internal tides on the bottom pressure perturbations,

that cause the conversion differences seen in Figures 2.8 and 2.7, are shown in Figures 2.12 and

2.13, respectively. In Figure 2.12, the differences in bottom pressure perturbation amplitude and

phase (MARIANA - FULL cases) are shown for all grid cells where conversion is greater than 0.01

W m−2. The phase difference between wbtθ(−H, t) and p
′
θ(−H, t) is ∼0-45◦ everywhere for the
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MARIANA case. Changes in the phase of the pressure perturbation of up to 180◦are seen with

the influence of remote waves from the Luzon Strait. At the Luzon Strait, differences in bottom

pressure perturbation amplitude and phase (LUZON - FULL cases) are shown where conversion is

greater than 0.05 W m−2 (Figure 2.13). The phase differences have less effect on the conversion

differences and changes to pressure perturbation amplitude dominate. In both cases, the changes

in pressure perturbation amplitude and phase are spatially varying and complex highlighting the

importance of including remote generation sites in regional modeling studies in order to achieve

more valid conversion estimates. However, the phasing of the remotely generated internal tides

upon reaching the local generation site will depend on the stratification through which they travel,

so model simulations assuming mean stratification are not likely to correctly represent the phase

changes.

140 142 144 146
12

14

16

18

20

22

24

26

140 142 144 146
12

14

16

18

20

22

24

26

Ph
as

e 
di

ffe
re

nc
e 

(d
eg

re
ss

) 

0

180

A
m

pl
itu

de
 d

iff
er

en
ce

 (k
Pa

)

0

Figure 2.12. Difference in bottom pressure perturbation amplitude (left) and phase (right) for the
MARIANA and FULL cases (MARIANA - FULL). Only areas where conversion is greater than
0.01 W m−2 are shown. This illustrates how the remote internal tides significantly change the
factors that determine conversion.
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Figure 2.13. Difference in bottom pressure perturbation amplitude (left) and phase (right) for the
LUZON and FULL cases (LUZON - FULL). Only areas where conversion is greater than 0.05
W m−2 are shown. This illustrates how the remote internal tides change the factors that determine
conversion.

The travel times of the internal tides across the domain between the Luzon Strait and the

Mariana Arc for the mean stratification used in this study determine the phasing of the remote waves

upon reaching the opposing generation site, but a different choice of stratification would present

different results. Using model output from the Mercator general ocean circulation model for 2010,

travel times of Modes 1-3 vary by ∼10, 18 and 39 hours respectively due to mesoscale variability

(shown by gray bands in Figure 2.11). As a travel time difference of 6.21 hours (half the period of

M2) would result in a complete 180◦ phase shift, the variability in travel times and the subsequent

phase arrival due to mesoscale variability mean that the cos(θp′−θwbt) term in Equation 2.3.10 could

vary anywhere between -1 and 1, varying spatially. Mesoscale variability will also cause changes in

stratification over the generation sites, affecting both the pressure perturbation induced by flow of

the locally coherent barotropic tide over topography and the influence of the remote waves on the

pressure perturbation amplitude.
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2.5 Discussion

In this Chapter, long-distance, remotely generated internal tides are found to have a signif-

icant influence on model estimates of internal tide energetics in the Philippine Sea. Even in the case

of a weak remote flux compared to the flux generated locally (e.g. the Luzon Strait in this study),

remote effects on conversion estimates can be significant. In the presence of a strong remotely gen-

erated flux (e.g. the Mariana Arc in this study), local conversion and the propagation pattern of

the radiating internal tides can be greatly altered. Using the mean stratification and a domain that

included both the Luzon Strait and Mariana Arc generation sites, we compared model simulations

of the M2 internal tides. In the combined case, 16.97 GW of barotropic tide energy is converted to

baroclinic energy at the Luzon Strait, with 4.78 GW propagating eastward into the Philippine Sea.

On the eastern side of the Philippine Sea, the Mariana Island Arc converts 3.82 GW of energy from

the surface tide to internal tides, which propagate westward in a focussed beam.

Remote internal tides are found to affect barotropic to baroclinic conversion by altering

the amplitude and phase of the bottom pressure perturbations in a complex, spatially varying pattern.

For both sites, the total conversion increases when excluding the influence of remotely generated

tides from the other. This influence depends on the amount of energy that reaches the site and the

phase of the remote waves upon arrival. The flux from the Mariana Arc that reaches the Luzon Strait

is weak compared to the locally generated flux; however, conversion at the Luzon Strait is increased

by 11% when excluding internal tides generated at the Mariana Arc (a 1.83 GW difference) with

the climatological stratification. The strong flux from the Luzon Strait most dramatically affects the

energetics at the Mariana generation site. Conversion at the Mariana Arc for the simulation without

the Luzon Strait generation site increases 65% without the Luzon Strait influence. The horizontal

propagation patterns of the depth-integrated baroclinic energy fluxes from each site are also altered

by the remotely generated fluxes. These results are shown to affect observations of the region, as

the combined case was consistent with the results of Zhao and D’Asaro [2011]; however, when

removing the influence of the Luzon Strait, the focussed beam was weakened, which suggests that

the shape of the island arc is not the only amplifier for the focussing effect.

Mesoscale interactions were not simulated in this study with an assumed horizontally

uniform stratification, and direct observations are required to validate decay rates achieved by pa-

rameterization of sub-grid scale dissipative processes. The time for internal tides to travel long

distance differs as they travel through varying stratification and mesoscale circulation, affecting

their phasing upon arrival. Given typical mesoscale variability, the time for modes 1 to 3 to travel
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across the Philippine Sea was calculated to vary by ∼10, 20 and 40 hours respectively, allowing

for all possible phase changes. This complicates the picture as it makes the predictability of remote

effects difficult. We estimate that due to the interaction that each site imparts on the other, combined

with the variability of travel time across the basin, the conversion can vary significantly.

Low-mode internal tides may travel long distances across the ocean, and in this study the

first three modes impact conversion at the opposing generation sites in the Philippine Sea, separated

by ∼2600 km. Martini et al. [2011] observed remote internal tides on the Oregon Shelf, and as

shown by Simmons et al. [2004], there are few regions in the ocean that do not contain fluxes

of internal tide energy. This work has implications for studies elsewhere, as global influence on

regional conversion may be significant.

The following chapter (Chapter 3) investigates how the local variability in internal tide

generation depends on the locally changing mesoscale circulation and the varying influence of re-

motely generated waves, and the relative influence of each. The finding that remotely generated

internal tides can significantly affect local conversion is important, as it provides another mecha-

nism by which the subtidal circulation can influence internal tide generation in addition to local

stratification changes. The influence of the subtidal field on internal tide propagation and dissipa-

tion is also examined in Chapter 3. Comparisons are made to the model with horizontally uniform

stratification that was presented above and is hereafter referred to as KPC2013.
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Chapter 3

Impact of Subtidal Circulation on

Internal Tides in the Philippine Sea

3.1 Introduction

The background stratification and currents are known to influence internal tides; however,

the impact of the oceanic general circulation, and its associated mesoscale eddy field, on internal

tides in the global oceans is not well known. The varying subtidal circulation can directly influence

local internal tide generation and may also change the influence of remotely generated internal

tides by altering their propagation between sites and their phase upon arrival. Arbic et al. [2010]

and Shriver et al. [2012] present an early attempt to model the eddying general circulation and

the barotropic and baroclinic tides in a global model, and examine the impact of horizontally non-

uniform stratification on mean internal tide characteristics. A more thorough understanding of the

impact of the subtidal circulation on internal tide generation and propagation, and the resulting

temporal and spatial variability of baroclinic tidal energy, is important for improving estimates of

the distribution of mixing in the ocean and interpreting observations of internal tides and turbulence.

This Chapter presents a primitive equation model of the Philippine Sea that simultane-

ously resolves the general circulation, and its associated mesoscale eddy field, and the M2 barotropic

and baroclinic tides, to examine the effects of the subtidal flow on the M2 internal tide generated

at the Luzon Strait. We present a detailed analysis of the variability in generation and propagation

patterns of the internal tides in the Philippine Sea, a region that experiences both energetic baro-

clinic tides and dynamic mesoscale circulation, and we examine the role that the subtidal flow plays

in dissipating the internal tide energy. Throughout this Chapter, when comparing to observations
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taken over time periods that are too short to separate the semidiurnal constituents M2 and S2, we

make comparisons to a model run that includes both semidiurnal constituents.

3.2 Experiments

3.2.1 Model Configuration

We use the Regional Ocean Modeling System (ROMS) to simulate the eddying general

circulation and the principal lunar, semidiurnal (M2) barotropic and baroclinic tides in the Philippine

Sea. In order to investigate the variability in the baroclinic tides due to the time-varying circula-

tion and stratification, and the varying influence of remotely generated internal tides, we conduct

simulations on an Inner grid nested within a larger Outer grid (refer to Section 1.4, Figure 3.1).

The simulation configured for the Outer grid uses boundary and initial conditions from the

MERCATOR general ocean circulation model graciously provided by Mercator Océan of France.

The atmospheric forcing was provided by the National Center for Environmental Prediction’s (NCEP)

reanalysis atmospheric model to simulate the atmospherically-forced eddying ocean circulation

[Kistler et al., 2001]. The M2 tides are included by forcing at the four open boundaries with M2

tidal surface elevation and momentum from the global barotropic tidal model provided by the Ore-

gon State University TOPEX/Poseidon Global Inverse Solution, TPXO7.1, [Egbert and Erofeeva,

2002]. The Inner grid has identical bathymetry and horizontal and vertical resolution as the Outer

grid, but is bounded between 116.9◦E and 136.9◦E, and 15.9◦N and 24.9◦N (Figure 3.1). The pur-

pose of the nested Inner grid is not to provide increased resolution through downscaling of the grid

size, but to allow us to investigate scenarios including and excluding remotely generated internal

tides from the Mariana Arc. We investigate how the local variability in internal tide generation at

the Luzon Strait depends on the locally changing mesoscale circulation and the varying influence of

remotely generated internal tides by performing three simulations with the nested Inner domain:

(i) Full: The Full simulation includes the influence of baroclinic tides generated at the Mariana

Arc under the varying subtidal dynamics. The general ocean circulation and baroclinic tides

are applied at the boundaries through nesting with the Outer domain. Following the method

for nesting tidal models described in Janekovic and Powell [2012], the tidal amplitudes and

phases of the barotropic M2 surface elevation and momentum are computed from the Outer

domain simulation and applied as harmonic forcing to the Inner domain simulation. These

barotropic components must therefore be removed from the surface elevation and velocity

37



D
ep

th
 (k

m
)

0

South
China Sea

Philippine Sea

Mariana
Island Arc

Luzon Strait

D
ep

th
 (m

)

22 23
24
25
26
27
28

29 29
30 30

31 31

32 321000

800

600

400

200

0

(d)

Figure 3.1. Outer model domain is shown with model bathymetry. The Inner domain (black solid
line) used for the experiments is marked. Area a shows the area around the Luzon Strait in which
internal tide generation is investigated, and areas a, b, c and d are used in the dissipation calculations.
Below a vertical cross section through the Inner domain at 21 ◦N shows the mean potential density
field to 1000m depth from the Full case simulation (low-pass filtered to remove tides).

boundary forcings applied as time series to the Inner domain. The boundary forcings applied

as time series include all flow except the barotropic tides; that is, the general subtidal circula-

tion and the baroclinic tides. Janekovic and Powell [2012] showed that this method of fitting

and removing the tidal harmonics from the boundaries and providing the harmonics as sepa-

rate forcing resulted in significant improvement in the modeled tidal dynamics, as compared

to simply prescribing the unmodified boundary conditions to a nested model.

(ii) Luzon only: The internal tides generated outside of the Inner domain are filtered out in this

simulation. The spectral barotropic boundary forcing of M2 surface elevation and momen-
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tum that was extracted from the Outer domain simulation as in i) is applied. The boundary

conditions taken from the Outer domain are low-pass filtered to remove the baroclinic tides.

(iii) Constant remote flux: A constant baroclinic energy flux is applied at the eastern boundary. As

such, this case excludes generation site variability of internal tides from the Mariana Arc. The

spectral barotropic boundary forcing and the low-pass filtered boundary conditions as in ii)

are used, with a fixed M2 baroclinic energy flux added to the boundary condition specified at

the eastern boundary. This constant flux is taken from the M2 tidal simulation of the Mariana

Arc for mean horizontally uniform stratification described in KPC2013.

Each simulation is integrated for 390 days, from December 2, 2009 to December 27,

2010, and the first 30 days are excluded from analysis for barotropic and baroclinic tidal spin-up.

Analysis is performed for 360 days from the January 1 to the December 27, 2010.

3.2.2 Comparison with Observations

We aim to investigate the variability of internal tides in the presence of varying subtidal

circulation in our model and, in this section, we present comparisons of the mean flow and the

variability with available observations. The mean potential density field to 1000m depth is shown

in Figure 3.1 (bottom panel) for a cross section through the Inner domain at 21◦N from the Full

case simulation (low-pass filtered to remove tides). The pycnocline tilts downwards to the east at

the Luzon Strait associated with the northward flowing Kuroshio.

The stratification over the ridges at the Luzon Strait can change significantly depending

on the location of the current, influencing internal tide generation [Buijsman et al., 2010b, Jan

et al., 2012]. The propagation speed of the M2 internal tide [ 3.5–4.5 m s−1, Niwa and Hibiya,

2004, Kerry et al., 2013] is of the same order of magnitude as the speed of the Kuroshio (0.75–

1.5 m s−1), which suggests that the spatial patterns of the M2 internal tide could be significantly

altered by the Kuroshio, particularly in the region of the Loop current where the flow runs both

parallel and perpendicular to the direction of propagation of the internal tides. As such, the intrusion

of the Kuroshio into the Luzon Strait is the dominant influence on stratification over the internal

tide generation sites. In Figure 3.2 we examine the mean model structure of velocity and density.

Figure 3.2a shows the northward flowing Kuroshio along the east coast of Taiwan at 23 ◦N and

the associated downward tilt of the pycnocline. The Kuroshio is ∼100 km wide and mean velocity

reaches up to 1 m s−1 with the current strongest in the upper 100 m, which is consistent with the

climatological mean cross sections presented in Rudnick et al. [2011]. XBT/XCTD transects across
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the Luzon Strait conducted by Gilson and Roemmich [2002] identified two maxima in northward

velocity at 121 ◦E and 122.25 ◦E, consistent with Figure 3.2b. Nan et al. [2011] identify three

typical flow paths of the Kuroshio in the Luzon Strait. The mean cross section in Figure 3.2c is

consistent with the “looping” path where with the Kuroshio flows into the SCS in the middle part

of the Luzon Strait and out in the northern part with velocities of ∼45 cm s−1. A cross section of

the mean modeled flow along 137 ◦E (from the Outer grid simualtion, not shown) is consistent with

Qiu and Chen [2010] (their Figure 2) based on repeat hydrographic surveys, showing the location

of the Subtropical Front, the NEC and the STCC in the mean flow.

The spatial propagation patterns of internal tides and the decay of baroclinic energy may

be influenced by the eddy fields in the SCS and the Philippine Sea. The model simulations are

performed without data assimilation and are not expected to correctly represent the temporal and

spatial evolution of the mesoscale eddy field. The SSH variability associated with the mesoscale

field over the two regions is compared from the model and from satellite-derived SSH data, obtained

from AVISO (www.aviso.oceanobs.com) for 2010. We calculate the variance in SSH at each point

in the domain for overlapping 30-day periods, calculated every 10 days, for the Full simulation (low-

pass filtered to remove tidal variability) and the AVISO data. The square-root of the spatial mean of

these variances, taken over each of the SCS and Philippine Sea regions, are presented as time series

in Figure 3.3. The comparison shows that the model provides a comparable representation of the

low frequency variability in the SSH in both regions.
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An overview of the general consistency of the M2 tidal model with sea level observations

was presented in Chapter 2. The surface expression of the M2 internal tides reaches up to 10 cm

near the Luzon Strait and introduces small-scale variability in the barotropic tide SSH amplitudes

and phases. Figure 3.4a shows the mean of the M2 SSH amplitude calculated every three days for

the year-long Full simulation. The contribution of the internal component to the observed surface

tide expression is modulated by the subtidal dynamics, resulting in weak modulation of the total

(barotropic plus baroclinic) tidal surface expression. To compare our modeled variability in inter-

nal tides with observations, we make use of sea surface elevation data available at a Deep-ocean

Assessment and Reporting of Tsunamis (DART) buoy at 20.949◦N, 132.314◦E, maintained by the

NOAA National Data Buoy Center. We compare the tidal SSH amplitude modulation, calculated

over the last five M2 tidal cycles (62 hours) every three days. We must consider combined M2 and

S2 SSH amplitudes as 62-hour averaging does not allow separation of these two tidal constituents

from the observations. To do this we conducted a comparison simulation that was identical to the

Full case but including all major tidal constituents and calculated the combined M2 and S2 SSH

amplitude. Figure 3.4b and 3.4c show the mean and standard deviations of the combined M2 and S2

SSH amplitude from the model, respectively. The location of the DART buoy is shown by the black

diamonds in the two plots and the mean and standard deviation values from the observations are
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written next to the diamonds. The mean observed semidiurnal surface expression amplitude is 0.52

m and the standard deviation is 0.16 m, both of which are within 1 cm of the modeled value at the

DART location and compare well with the surrounding model values shown in the plots, showing

that the model provides a good representation of the SSH variability at this location. The simu-

lated internal tide energy fluxes from the Full simulation are compared to available observations in

Section 3.4.1.

Figure 3.4. Annual mean of M2 SSH amplitude calculated every three days for Full case, (a), with
depth contours (500, 1000, 1500 and 2000 m) shown in grey. Annual mean, (b), and standard
deviation, (c), of M2 and S2 combined SSH amplitude calculated every three days for the 2010 sim-
ulation including all major tidal constituents. Corresponding values from DART buoy observations
are shown adjacent to the buoy location (shown by black diamond). Areas (b) and (c) correspond to
the black box shown in (a).
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3.3 Internal Tide Generation

3.3.1 Generation Variability

Energy is converted from the barotropic tide into baroclinic tidal energy at the Luzon

Strait that radiates away as internal tides (this process is referred to here as generation). The baro-

clinic tidal energy generation, C, is given in Equation 2.3.9. Because time snap-shots of the model

output can lead to undersampling of the tidal amplitudes, we compute the energy fluxes and gener-

ation using tidal harmonic components as in Equation 2.3.10. The generation for a particular tidal

flow depends on the topographic slope and the stratification. While the topography is constant on

the time scales that we are concerned with, the stratification varies on scales of weeks to months due

to the mesoscale circulation, particularly, the eddies impinging on the eastern ridges of the Luzon

Strait and the intrusion of the Kuroshio into the SCS through the Luzon Strait (the Loop current).

We investigate the generation variability for the three cases (Full, Luzon only, and Constant remote

flux) by computing the total generation at the Luzon Strait every three days for the year-long simu-

lation. We consider a region around the Strait (19–22.3◦N, 120–122.5◦E, area (a) in Figure 3.1) and

calculate the area-integrated M2 baroclinic tidal energy generation every three days averaged over

the last five tidal cycles (62 hours), to produce a time-series of 120 generation values over the 360

day simulation. The mean, standard deviation and range of the generation values are given in Table

3.1. While the mean annual generation is similar over the three cases, variability is greatest for the

Full case and lowest for the Luzon only case. The Luzon only case shows the variability in gener-

ation at the Luzon Strait due to varying stratification over the generation site without the influence

of remotely generated internal tides from the Mariana Arc. The Constant remote flux case results

in increased variability in internal tide generation at the Luzon Strait, indicating that the constant

internal tide flux alters generation due to variability in its propagation to the Luzon Strait. The Full

case exhibits the largest generation variability, through the combination of changing stratification

over the Luzon Strait generation site, variability in the propagation of fluxes from the Mariana Arc,

and varying generation at the Mariana Arc.

Table 3.1. Area-integrated internal tide generation energy values at the Luzon Strait (area a in Figure
3.1) for the three experiments including subtidal flow.

Generation (GW ) Mean Std Range
Full 16.21 1.385 6.94
Const remote flux 16.58 1.050 4.53
Luzon only 16.02 0.786 3.91
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The variation in generation for the Full case over the year 2010 is shown in Figure 3.5a.

The generation ranges from a minimum of 13.01 GW to a maximum of 19.95 GW, with the time

mean generation of 16.21 GW shown by the black dashed line. Using the same model configura-

tion with mean, horizontally uniform stratification, KPC2013 found a total generation for the same

region of 16.97 GW (shown by the grey dashed line). It should be noted that there was no time-

variability in KPC2013, and the value is taken from the final six tidal cycles. All comparisons to

KPC2013 in this paper refer to the simulation encompassing both the Luzon Strait and Mariana

Arc generation sites described in Chapter 2. Figure 3.5b shows the breakdown of generation over

the eastern and western ridges at the Luzon Strait for the Full case, with the greatest variability in

generation occurring over the eastern ridge where most generation occurs. The mean generation

over the eastern ridge is similar to the generation from KPC2013, while it is less over the western

ridge. The assumption in KPC2013 of mean, horizontally uniform stratification is not realistic over

the Luzon Strait where the stratification is significantly affected by the location of the Kuroshio

with its associated thermocline tilt downward towards the east. Jan et al. [2008] investigated the

internal tide generation at the Luzon Strait for horizontally uniform typical ‘summer’ and ‘winter’

stratifications and found no significant seasonal variations in the internal tide energetics between

simulations, although the baroclinic tide propagated about 10% faster in summer than in winter. As

such, it appears that the thermocline tilt may be a more important influence on internal tide genera-

tion, as well as the influence of remotely generated waves that vary due to changes in propagation

speed. Jan et al. [2012] found that the presence of an idealized Kuroshio in their numerical model

caused a significant change in the eastward and westward baroclinic energy fluxes emanating from

the Luzon Strait, as compared to the case without background circulation. Buijsman et al. [2012]

present a modeling study of internal tides considering the mesoscale circulation in the Southern

California Bight and find that the spring-neap variability is modulated by the stratification on the

shelf.

The spatial plots of time-mean generation (Figures 3.5c and 3.5e) show the main areas

where generation occurs in the Full and Luzon only cases, respectively. The spatial distribution

of time-mean generation is similar for the two cases. The majority of generation on the western

ridge occurs on its eastern slope due to steeper topographic slope, while generation is fairly evenly

divided between the slopes of the eastern ridge. The standard deviations of generation for the Full

case (Figure 3.5d) are greater than the Luzon only case (Figure 3.5f) over both ridges. In the Full

case, the eastern slope of the eastern ridge experiences the greatest variability and has a significantly

higher ratio of standard deviation to mean generation (0.4-0.7) than the other ridge slopes (ratios
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of 0.2-0.3). The standard deviation of the area-integrated generation energy over the eastern ridge

is 1.16 GW, compared to 0.68 GW over the western ridge (Figure 3.5b). In comparison, for the

Luzon only case, the standard deviation of area-integrated generation is similar over both ridges,

with 0.68 GW on the eastern ridge and 0.63 GW on the western ridge, indicating that the remotely

generated internal tides from the Mariana Arc have a significant influence on generation variability

over the eastern ridge. The remote internal tides are likely to significantly dissipate before reaching

the western ridge and may also reflect off the supercritical eastern ridge.

Changes in internal tide generation can result from changes in both the pressure perturba-

tion at the ocean bottom and the phase difference between this pressure perturbation and the vertical

barotropic velocity at the bottom (Equation 2.3.9). Local stratification changes affect the bottom

pressure perturbation as the barotropic flow is forced over topography. Remotely generated internal

tides, which may come from near-by sources (e.g., the adjacent ridge), or far-field sources (e.g., the

Mariana Arc), can influence both the pressure perturbation and the phase difference [Kerry et al.,

2013]. The time-mean and standard deviations of the components that influence generation vari-

ability are shown in Figure 3.6 for the Full and Luzon only cases. The Full case has an increase in

variability of the pressure perturbation amplitude (Figure 3.6c) as compared to the Luzon only case

(Figure 3.6d) over both east and west ridge generation sites with the greatest difference occurring

over the eastern slope of the east ridge. The variability in the phase difference is also greater in the

Full case (Figure 3.6g) as compared to the Luzon only case (Figure 3.6h), particularly on the central

and northern portions of the eastern slope of the eastern ridge where the majority of the generation

on this slope occurs (refer to Figure 3.5c).

The influence of the remotely generated waves on internal tide generation depends on the

amount of energy that reaches the generation site and the phase of the remotely generated waves

upon arrival, affecting the pressure perturbation amplitude and phase, respectively. The energy from

remotely generated internal tides may vary as a result of variations in generation, propagation, and

dissipation due to interactions with the background circulation, and their phase upon arrival may

be altered by varying propagation speeds. The variability of the remotely generated internal tides

from the Mariana Arc has a significant affect on the generation variability at the Luzon Strait in this

modeling study.

3.3.2 Generation Sensitivity Analysis

To understand the dominant mechanism of this generation variability, we investigate the

sensitivity to changes in both the pressure perturbation amplitude and the phase difference between
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the pressure perturbation and the vertical barotropic velocity at the bottom. From Equation (2.3.10),

we can derive the sensitivity of generation with respect to the pressure perturbation amplitude, p
′
A,

by
∂C

∂(p
′
A)

=
1

2
wbtA(−H) cos(∆θ). (3.3.1)

The sensitivity to the phase difference term, ∆θ = θp′ − θwbt , is given by

∂C

∂(∆θ)
= −1

2
p
′
A(−H) wbtA(−H) sin(∆θ). (3.3.2)

Both Eq’s 3.3.1 and 3.3.2 are calculated using the model amplitudes and phases obtained through

harmonic analysis as was done with Equation 2.3.10. Sensitivity to the vertical component of the

barotropic tidal flow, wbtθ = ubtθ · ∇(−H), is not discussed as the magnitude and phase of wbtθ are

invariant.

To quantify how the generation is likely to change due to typical ocean variability, we

normalize the sensitivities by the seasonal standard deviation (σ) of each term; hence, the typical

sensitivity to p
′
A and ∆θ is given by ∂C

∂(p
′
A)
σ
p
′
A

and ∂C
∂(∆θ)σ(∆θ), respectively. Figure 3.7a shows the

area-integrated normalized sensitivities for the Luzon Strait averaged over 5 tidal cycles, calculated

every 3 days for 2010, to the pressure perturbation amplitude and the phase difference. The area-

integrated, normalized sensitivity values have units of GW and signify that if p
′
A or ∆θ were to be

changed everywhere in the defined area over the Luzon Strait by one standard deviation, the total

area-integrated generation would be altered by the shown quantity.

Generation is dependent both on the pressure perturbation and the phase difference, with

the phase difference being the dominant influence for most times. The area-integrated sensitivi-

ties over the eastern and western ridge are shown in Figure 3.7b. Both the raw (not shown) and

normalized sensitivities are greater over the eastern ridge as compared to the western ridge. The

time-mean of the area-integrated normalized sensitivities (shown in Figure 3.7b) over the eastern

ridge exceed those over the western ridge by a factor of 1.8 for both p
′
A and ∆θ, and the phase

difference is the dominant influence over both ridges at most times. The spatial distributions of the

time-mean normalized generation sensitivities to the pressure perturbation amplitude and the phase

difference are shown in Figures 3.7c and 3.7d, respectively. At the eastern ridge, sensitivity to the

phase difference is greatest on the northern portion of the ridge, while sensitivity to the pressure

perturbation is greatest in the central region of the eastern slope. At the western ridge, sensitivity

to the pressure perturbation is high along the entire eastern slope, while sensitivity to the phase

difference is concentrated over the steepest section of the slope. The raw sensitivities have a similar

spatial distribution, although the normalized sensitivity to the phase difference is further enhanced
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over the northern portion of the eastern slope due to the phase difference being highly variable (Fig-

ure 3.6g). Zilberman et al. [2011] found that at Kaena Ridge, Hawaii, where generation varied by a

factor of two over a 6-month period, the variability was strongly dominated by changes in the phase

of the pressure perturbation, while the pressure perturbation amplitude played a negligible role. In

a modeling study, Powell et al. [2012] found that both the pressure perturbation amplitude and the

phase difference were equally capable of altering the local generation.

Changes in internal tide generation affect the amount of baroclinic energy available for

propagation away from the generation site and for local dissipation. The influence of the subtidal

circulation on internal tide propagation is addressed in the following section.

3.4 Propagation Variability

3.4.1 Baroclinic energy fluxes in the near-field

The depth-integrated baroclinic flux is the time-averaged product of the pressure and ve-

locity perturbations over a number of tidal cycles, given by Equation 2.3.8. Estimating the prop-

agation of baroclinic tidal energy is important to understanding where internal tide energy goes,

how it is influenced by the subtidal circulation, and ultimately the locations where the transfer of

energy to smaller scales and dissipation occurs. The variability of the horizontal propagation of the

depth-integrated baroclinic energy fluxes in the presence of the subtidal circulation is investigated

for fluxes computed every three days over the year-long model simulations. As in the generation

calculations discussed above, the fluxes are averaged over the last five tidal cycles (62 hours) of

each 3-day window. The time-mean of the baroclinic energy fluxes for the Full case are shown

in Figure 3.8a with the corresponding standard deviation ellipses plotted in Figure 3.8b (the flux

vectors and ellipses are plotted every three model grid points with only flux values greater than 10

kW m−1 shown). Ellipse centers are plotted at the head of each mean flux arrow and their major

and minor axes represent standard deviations along and across the mean flux vector, respectively.

The baroclinic energy fluxes vary in time both in magnitude and direction, due to a combination of

variability in generation, propagation, and dissipation. The spatial pattern of the mean baroclinic

energy fluxes is similar for the Luzon only case but flux variability is much less compared to the Full

case, particularly in the dominant northwestward and southeastward propagating beams. The en-

ergy flux analysis presented here focusses on the Full case so as to include the influence of remotely

generated internal tides from the Mariana Arc.
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Figure 3.5. (a) Full case M2 internal tide generation energy averaged over five tidal cycles, calcu-
lated every three days for 2010 (black dashed line shows mean generation over the year at 16.21
GW, and grey dashed line shows generation for mean stratification simulation from KPC2013 16.97
GW). (b) Breakdown of generation for E and W slope generation sites for the Full case, dashed lines
correspond to KPC2013 values. (c) Full case spatial mean generation, and (d) standard deviation of
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Figure 3.6. Spatial plots of time-mean pressure perturbation at the Luzon Strait for (a) Full and (b)
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vectors (only shown for magnitudes greater than 10 kW/m) for fluxes calculated every three days, (b)
associated standard deviation ellipses, (c) time-mean squared buoyancy frequency at 250m depth,
and (d) time-mean SSH and surface velocity vectors. Depth contours (500, 1000, 1500 and 2000
m) are shown in grey.
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The spatial pattern of the mean baroclinic energy fluxes is different to the spatial pattern

with climatological mean horizontally uniform stratification (see Figure 2.4). The most striking

difference is the propagation of fluxes westward into the SCS. In KPC2013, the fluxes are directed

due west into the SCS with a small amount of refraction to the north towards the shallow shelf.

This contrasts with the time-mean fluxes with subtidal dynamics that are strongly deflected to the

north resulting in much less internal tide energy traveling westward. This difference is attributed

to the spatially varying time-mean stratification and background circulation, in particular the Loop

current. Figure 3.8c shows the time-mean squared buoyancy frequency at 250 m depth where a

tongue of more highly stratified water associated with the Loop current penetrates over the Luzon

Ridge. Chao et al. [2007] show a similar flux pattern for the semidiurnal internal tides from a

model that includes the Kuroshio, with two distinct beams propagating into the SCS; one directed

westward at 20 ◦N and a second beam further to the north that is deflected northward to 22 ◦N where

it impinges on the shelf.

The northward refraction of the internal tides is consistent with the dispersion relation

derived for internal waves by Rainville and Pinkel [2006] in which the phase speed is increased in

regions of increased stratification, and internal waves tend to be refracted away from areas of high

phase speed. The Loop current velocities would also cause refraction of westward internal tides

to the north (see Figure 3.8d). This was explored by Park and Watts [2006] in the Japan/East Sea,

where the northward internal tide beams were observed to be refracted eastward (westward) when a

warm (cold) eddy intersected their path. Rainville and Pinkel [2006] also estimated the refraction of

an internal tide beam encountering an anticyclonic eddy to the south of Hawaii using the Wentzel-

Kramers-Brillouin (WKB) approach and showed that the effect of the mesoscale currents increases

with mode number, while stratification affects the refraction of all modes equally, and they showed

the beam was refracted towards the anticyclonic eddy.

Zhao et al. [2004] observed internal wave packets in satellite images in the SCS from

1995 to 2001, which they suggest are developed through nonlinear steepening of baroclinic tides

generated at the Luzon Strait. The internal wave packets observed in the deep water basin are

propagating northwestwards (see their Figure 1), some traveling towards the northern continental

shelf similar to the mean modeled fluxes in Figure 3.8a, while some are not deflected as far to the

north and impinge upon Dongsha plateau (between approximately 20.5 ◦N and 22 ◦N). Our mean

modeled fluxes show two internal tide beams, one directed due west towards Dongsha Plateau and

the other, more dominant beam, directed to the northwest. Most of the internal wave packets are

observed on the Dongsha plateau, only once they encounter the shallow shelf and steepen. The

53



internal tides deflected more to the north may simply not be observed in the satellite images if they

do not steepen enough. The large number of internal wave packets observed on the Dongsha plateau

from 1995 to 2001 may suggest that the modeled mean westward baroclinic energy flux in the SCS

is deflected too much to the north. A comparison of the mean SSH anomaly from the model with

satellite-derived SSH data from AVISO over the time period of the satellite observations shows that

the SSH anomaly associated with the Loop current is indeed directed further to the north in the

model. The Loop current location is highly variable on seasonal and inter-annual timescales [Yuan

et al., 2006, Jia et al., 2010, Nan et al., 2011, Hsin et al., 2012] and it should be noted that the

mean propagation of baroclinic energy fluxes in the SCS is related to the mean location of the Loop

current in our model for 2010, which may not be the long-term mean. Specific cases, some of which

are discussed below and presented in Figure 3.10, show that a strong westward baroclinic energy

beam exists intermittenly, depending on the mesoscale field at the Luzon Strait. The variability in

SSH associated with the mesoscale circulation was shown to be consistent with AVISO observations

for 2010 (Figure 3.3) providing confidence in our estimates of flux variability.

Observations of baroclinic energy fluxes at the Luzon Strait were presented in Alford et al.

[2011]. The energy fluxes were calculated from data collected using Lowered Acoustic Doppler

Current Profiler (LADCP) stations, each lasting 36 hours and sampling the entire water column

(from 10 m below the surface to approximately 10 m above the bottom). The semidiurnal (combined

M2 and S2) energy fluxes were presented, as the 36-hour records do not allow for the separation of

these two tidal constituents, and the fluxes were corrected for their sample time within the spring-

neap cycle. The barotropic S2 is one-third as strong as the M2 in the region; however, to make

a valid comparison with these observations, we use results from a simulation that is identical to

the Full case but included all major tidal constituents (also used for the comparison of tidal SSH

expression with observations presented in Figure 3.4). We calculate the combined M2 and S2 fluxes

every three days, averaged over 36 hours to be consistent with Alford et al. [2011].

Figure 3.9 shows the time-mean modeled fluxes plotted for every model grid point, the

mean fluxes and standard deviation ellipses interpolated onto the observation locations, and the

observed fluxes from Alford et al. [2011] for comparison. In Panels (a) and (c), the model shows

significant variability in both flux magnitude and direction, with the mean flux being close to zero

at some of the comparison locations, and the modeled standard deviation ellipses mostly contain the

fluxes briefly observed by Alford et al. [2011]. In Panel (b) most of the model flux variability is in

flux amplitude, with less directional variability, as indicated by the elongated shape of the standard

deviation ellipses in the direction of the mean. The directions of the Alford et al. [2011] fluxes
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in this area are consistent with the modeled values but the observed magnitudes are significantly

smaller than the model mean values. For the most eastern station in Panel (b), the observed flux

magnitude of 3.9 kW m−1 is smaller than any of the 120 model calculated fluxes (the minimum

of which is 8.7 kW m−1). For the other four stations in Panel (b), between 2 and 7 of the 120

model calculated fluxes are below the observed magnitude at each location. Although the Alford

et al. [2011] fluxes in Panel (b) are mostly within the range of the modeled fluxes, the greater

magnitude of the mean modeled fluxes may be a result of model resolution on the bathymetry with

the bathymetric smoothing. The modeled ridge extending south from Taiwan (the western ridge)

does not reach as far south and is wider than the actual ridge. Panel (b) is actually on top of the ridge

rather than at the southern base as it is in the model where the strong fluxes from the eastern ridge

are refracted northward (Figure 3.8a). Modeled flux magnitudes over the ridge to the north of Panel

(b) are of similar magnitude to the observed fluxes. Understanding the variability in baroclinic tidal

energy fluxes is important when interpreting observations taken at a particular time, as seen in this

comparison where the modeled fluxes vary significantly. Furthermore, harmonic analysis of time-

series from long-term measurements (e.g., tide gauges and satellite altimeter data) used to compute

fluxes captures only the coherent portion; however, the incoherent, time-varying component may be

significant.

To investigate the time-varying effects of mesoscale eddies and the Loop current in the

Luzon Strait on the baroclinic energy fluxes, we present three specific periods from the Full model

that were averaged over five tidal cycles around the model times of Sept. 28, Oct. 27, and Nov. 17.

These times are shown by the magenta vertical lines in Figure 3.5a. Over three months, the gen-

eration varied significantly and these times capture the minimum and maximums of the oscillation

as well as changes in the horizontal propagation patterns due to an eddy separation from the Loop

current. The spatial plots of the three cases are shown in Figure 3.10. The first column shows the

generation. As seen in Figure 3.5, area-integrated generation at the Luzon Strait is at a peak for the

first and last times, and at a low for the middle time. The second column of Figure 3.10 shows the

depth-integrated baroclinic energy fluxes and the third column shows the detided sea surface height

(SSH) anomaly and surface current velocity vectors. Changes in generation energy levels and the

Loop current location are seen to affect the magnitude and direction of the internal tide beams in

the model over the three months. At the end of September there is a well developed Loop current

intruding through the Luzon Strait with anticyclonic circulation to the north against the SCS conti-

nental shelf. The baroclinic energy fluxes directed to the north are strong and impinge on the shelf

off of southwest Taiwan. A much less energetic westward beam persists to the south. Towards the
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end of October, the anticyclonic eddy separates from the Loop current in the SCS and the Loop cur-

rent intrusion is greatly reduced. Both westward and northwestward internal tide beams are present

containing similar energy. The beams exist either side of a sea surface low directly to the west of the

Strait. The northern beam is refracted northward upon interaction with the warm core eddy in the

SCS. Over the next month, the Loop current reforms and by November 17, the westward flux prop-

agation is similar to the September case again. The temporal variability of internal tides reaching

the continental slope in the northeast SCS was observed by Lee et al. [2012], where low frequency

variability in diurnal and semidiurnal amplitudes was not phase locked with the astronomical forc-

ing and the incoherent tidal energy accounted for about 75% of the total. Park and Farmer [2013]

found that the refraction of westward-propagating internal tides by mesoscale features can explain

deviations in observed internal tide arrival times at their measurement location in the western SCS.

Eddies to the east of the Luzon Strait also influence the propagation of the internal tides

into the Philippine Sea in the model. For the Sept. 28 case, a strong cold core eddy exists to the

east of the Luzon Strait. The energy in the eastward flux beams is fairly even between the northern

and southern beams and both beams are refracted away from the cyclonic eddy. A month later, the

eddy weakens and moves closer to the Strait. Stratification changes result in reduced generation

over both ridges. Again, the northern and southern beams are refracted either side of the cold core

eddy. After passing the eddy, the southern beam is then refracted to the north where the velocities

associated with the eddy are northward. By Nov. 17, the cyclonic eddy has almost disappeared

and an anticyclonic eddy is present directly east of the Luzon Strait. Generation is greater on the

southern end of the eastern slope of the eastern ridge with notably less generation occurring on the

northern end, as compared to the Sept. case, and the southern beam of baroclinic tidal energy is

significantly stronger than the northern beam.

The mesoscale eddy field has significant effects on the generation and propagation of

internal tides generated at the Luzon Strait in the model. Variability in the far-field is investigated in

the following section by examining the variability of the meridionally-integrated baroclinic energy

fluxes across the Philippine Sea.
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3.4.2 Baroclinic energy fluxes across the Philippine Sea

The spatial and temporal variability of propagating internal tide energy from the Luzon

Strait may have important impacts on the magnitude and distribution of internal tide driven mixing

in the region. The time-mean and standard deviations of the meridionally-integrated energy fluxes

from the Full case, calculated every three days for the year-long simulation, are shown in Figure

3.11. The standard deviation in the energy fluxes increases with distance from the generation site

as a result of variability in the dissipation of the baroclinic energy. The energy flux from KPC2013

is shown by the dashed line in the Figure. Decay of the baroclinic tidal energy is significantly less

in KPC2013 (despite identical model parameters), and the difference in the meridionally-integrated

energy flux as compared to the subtidal solution increases with distance from the generation site.

For KPC2013, the meridionally-integrated fluxes are eastward at 136.9 ◦E (the eastern extent of

the Inner domain) as the energy from the Luzon Strait dominates over the westward flux from the

Mariana Arc. In the Full case, the time-mean flux is westward beginning near 135◦E. With the

increased decay of the baroclinic energy fluxes due to the subtidal flow, the internal tides generated

at the Luzon Strait have lost energy as compared to the internal tides from the closer Mariana Arc

at this longitude, such that the total summed energy flux is westward.
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Figure 3.11. Mean and standard deviation of meridionally-integrated M2 baroclinic energy fluxes
for fluxes calculated every three days for 2010. Black dashed line shows the horizontally uniform
stratification case from KPC2013 for comparison.
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Measurements of the rate of decay of internal tide energy away from generation sites

provide insight into the magnitude of energy that is available for mixing, but are complicated by

multiple generation sources and spatial variability due to complex interference patterns [Rainville

et al., 2010]. Simulations including subtidal dynamics, such as the study presented here, using an

advanced advection scheme may provide more realistic far-field internal tide estimates; however,

direct measurements are required to validate this. In the following section, the impact of subtidal

circulation on internal tide dissipation in the Philippine Sea is examined in more detail.

3.5 Internal Tide Dissipation

The conversion of barotropic tidal energy to baroclinic tides and their radiation away from

the generation site can be described in terms of an energy budget, allowing estimation of the loss

of baroclinic energy over a defined area, as was presented in Chapter 2 for the horizontally uniform

simulations. The dominant baroclinic energy balance, Equation 2.3.11, is employed, where the

dissipation, D, term accounts for all processes removing energy from the internal tide, including

dissipation and nonlinear energy transfers.

We examine baroclinic energy budgets for the three cases (Full, Constant remote flux

and Luzon only) for three areas of the model domain (areas a, b and c as defined in Figure 3.1)

characterizing the transfer of energy from the barotropic to the baroclinic tide, the radiation of

baroclinic tidal energy, and the internal tide energy lost within the area. Area a encompasses the

Luzon Strait generation site, and areas b and c are open ocean areas of the western and central

Philippine Sea, respectively. To estimate the magnitude and variability of the energy available for

internal tide induced mixing in each area, we calculate the residual energy, given byC−∇·Fbc, every

three days averaged over the last five tidal cycles (62 hours), representing the losses from the internal

tide by dissipation, tendency, and nonlinear transfers. Assuming the internal tide energy is slowly

varying over the five tidal cycle period, the tendency term is small compared to the dissipation,

and nonlinear transfers are likely to ultimately lead to dissipation, so it is reasonable to equate the

residual energy to dissipation for our purposes. For area a, local generation is large compared to

any incoming remotely generated baroclinic tidal energy and C − ∇ · Fbc primarily represents the

dissipation of locally generated internal tides. Areas b and c are deep with relatively flat topography

and internal tide generation is negligible. In these regions, the residual baroclinic energy describes

the difference between the incoming and the outgoing internal tide energy.
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The residual baroclinic energy, expressed in W m−2, is calculated every three days for

each area for the three model scenarios. Table 3.2 shows the time-mean and standard deviation of

the depth-integrated dissipation rates, and the values from KPC2013’s horizontally uniform stratifi-

cation simulation. Note that the same explicit harmonic viscosity coefficient was specified for the

harmonic mixing of horizontal momentum in all simulations. ROMS uses a third-order upstream

advection scheme that reduces excessive dissipation and enhances the effective resolution [Shchep-

etkin and McWilliams, 1998]. The results in Table 3.2 are discussed for the region close to the

Luzon Strait generation site, area a, and for the Philippine Sea basin, areas b and c, in the following

sections.

Table 3.2. Time-mean and standard deviation of dissipation rates (W m−2) computed over areas a,
b and c as defined in Figure 3.1 for the three experiments including subtidal flow. KPC2013 is the
horizontally uniform stratification simulation, included for comparison.

Dissipation (W m−2) Area a Area b Area c

Time-mean Full 70 3.9 2.9

(×10−3) Const remote flux 69 3.7 2.6

Luzon only 64 2.7 1.4

KPC2013 FULL 64 0.77 1.6

Standard deviation Full 9.2 1.7 1.6

(×10−3) Const remote flux 9.9 1.6 1.1

Luzon only 7.9 1.1 0.77

3.5.1 Mixing near the generation site - the Luzon Strait

The mean depth-integrated dissipation over the Luzon Strait region, area a, for the Full

case is 0.070 W m−2. Turbulent diffusivity (Kρ with units m2 s−1) can be estimated from this

dissipation estimate, following Osborn [1980], assuming that the energy loss occurs in the upper

1000 m and using the depth-averaged squared buoyancy frequency, N2, in the upper 1000m of

3 × 10−5 s−2 from the model spatial and temporal mean stratification. Dissipation in the Luzon

Straight region translates to a turbulent diffusivity of 4.0 × 10−4 m2 s−1 that is approximately

40 times greater than typical open ocean background levels of 10−5 m2 s−1 [e.g., Gregg, 1989,

Ledwell et al., 1993]. Diffusivity values of 2.0−4.0×10−4 m2 s−1 were reported by Ledwell et al.

[2000] over the Mid-Atlantic Ridge based on tracer dispersion and turbulent energy dissipation

measurements, and they suggest this enhanced mixing is driven by breaking of locally generated

internal tides. Alford et al. [2011] present observations of dissipation at the Luzon Strait, computed

based on Thorpe scales, and calculate the associated diapycnal diffusivity values. Dissipation at
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their 19 stations ranges from 0.004 to 1.29 W m−2 with a median value of 0.166 W m−2. These

values are for stations on or close to the ridges, where dissipation is likely to be highest, and include

all tidal constituents. Our estimate accounts only for the M2 contribution, so our value of 0.070 W

m−2 (2.5 times smaller than the median observed value) over the entire Luzon Strait region, area a,

is congruous with the observed values.

For area a, the time-mean dissipation for the Full simulation including subtidal flow and

remotely generated internal tides (0.070 W m−2) is only slightly greater than the value from the

KPC2013 case (0.064 W m−2), indicating that dissipation in this region is dominated by the high-

mode internal tide dissipation near the generation site rather than the influence of increased velocity

shear associated with the mesoscale field. Time-mean dissipation for the Constant remote flux case

is very close to the Full case value at the Luzon Strait and the value for the Luzon only case is

91% of the Full value, suggesting that remotely generated waves from the Mariana Arc result in a

small increase in dissipation at the Luzon Strait. The variability in dissipation values is lower for

the Luzon only case compared to the Full and Constant remote flux cases due to significantly lower

variability in internal tide generation as shown Section 3.3.1.

For the Full case simulation, the spatial-mean dissipation over area a is closely coupled

to the internal tide generation energy (Figure 3.12). The dissipation ranges from 0.05 to 0.10 W

m−2 with the time-mean value of 0.070 W m−2 (black dashed line). The generation is greater in

the KPC2013 simulation (16.97 GW, magenta dotted line) than the time-mean generation for the

Full case simulation (16.21 GW, magenta dashed line) and the spatially averaged dissipation over

the Luzon Strait region is slightly less at 0.064 W m−2 (black dotted line). This suggests that the

subtidal flow does play a minor role in increasing dissipation near the generation site, although the

dominant influence is the internal tide generation energy level.

The longitudinal distribution of dissipation and generation over the Luzon Strait region

is presented in Figure 3.13. Here we present this analysis over the meridional range of areas b

and c, 17.7–22.9◦N, to be consistent with the analysis for the Philippine Sea basin in the following

section. Energy budgets for the Full case were computed, every three days, over thin meridional

areas which are one model grid cell wide and span the area latitudes. Figure 3.13 (left panel) shows

the time-mean generation and dissipation from these budgets (black and blue lines respectively).

The temporal variability is shown by the standard deviations displayed as the shaded areas about

the mean. The four peaks in generation represent the east- and west-facing slopes of each of the

two ridges, as labelled in the Figure. The time-mean generation over all four slopes is similar to

the KPC2013 generation, with the largest difference being on the eastern slope of the eastern ridge
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Figure 3.12. Spatial-mean dissipation and area-integrated generation over Luzon Strait region, area
a, calculated every 3 days from the Full case. The time-mean dissipation and generation values and
the corresponding values from the KPC2013 simulation are shown.

where the subtidal circulation and remotely generated internal tides have the greatest influence (as

shown in Section 3). Over the eastern ridge, the Full case time-mean dissipation is similar to the

KPC2013 dissipation, while over the western ridge, dissipation is enhanced in the presence of the

subtidal flow despite similar generation energy. The right panel of Figure 3.13 shows the time-mean

eddy kinetic energy (EKE) in the upper 500m for the Full case simulation. The EKE is a measure

of the energy associated with the mesoscale circulation and is calculated by EKE = 1
2(U

′2 +V
′2),

where U
′

and V
′

are the subtidal velocities. The EKE is relatively low over the areas where most

of the generation occurs on the eastern ridge (see Figure 3.5c) as the Kuroshio Loop current enters

the Luzon Strait to the south of the major generation sites and exits the Strait to the north. The

time-mean EKE is greater directly over the generation region on the eastern slope of the western

ridge which may help account for the enhanced dissipation.

Near the generation site, high-mode number internal tides are prevalent, but dissipate

quickly. In KPC2013, the first three modes were found to propogate into the Philippine Sea. How

these low modes dissipate farther away from the generation region is important to the global ocean’s

energy budget.
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Figure 3.13. Left panel: Spatial-mean generation and dissipation over meridional ‘strips’ one grid
cell wide over the meridional range of areas b and c (17.7–22.9◦N) shown for the Luzon Strait
region (120–122.5◦E). Generation and dissipation are calculated every 3 days from the Full case.
The solid lines show the time-mean values and the shaded areas about the means show the standard
deviations. KPC2013 values are shown by the dashed lines. Right panel: Time-mean EKE in the
upper 500m (500, 1000, 1500 and 2000m depth contours are shown).

3.5.2 Mixing in the far-field - the Philippine Sea basin

Dissipation values for areas b and c presented in Table 3.2 represent large-scale spatial

averages over the western and central regions of the Philippine Sea basin (Figure 3.1). The spatial-

and temporal-mean dissipation for the Full case are 3.9× 10−3 W m−2 and 2.7× 10−3 W m−2 for

areas b and c, respectively. Rainville and Pinkel [2004] found dissipation values of 0.5 to 1.5×10−8

W kg−1 in the Kuroshio that correspond to values of 5 to 15 × 10−3 W m−2. These values are of

comparable magnitude to our estimates for the Philippine Sea considering our values only include

the M2 contribution. Mesoscale variability in their study region (at the beginning of the Kuroshio

extension) is similar to that in the Philippine Sea [Qiu and Chen, 2010] and model predictions by

Niwa and Hibiya [2004] estimate similar depth-integrated kinetic energy of the M2 internal tide in

both regions.

The inclusion of subtidal circulation increases dissipation of the internal tide in area b

relative to KPC2013 (Table 3.2). For example, the Full time-mean dissipation in this area is five

times greater than the KPC2013 case. Remotely generated internal tides from the Mariana Arc also

increase dissipation in area b although to a lesser extent than the subtidal flow. Dissipation in area b

for the Luzon only case (excluding remote tides from the Mariana Arc) is 68% of the Full value, but
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is 3.4 times greater than the KPC2013 value. Dissipation in area c is smaller than in area b for all

cases that include subtidal flow. The ratio of dissipation in area c to dissipation in area b is 0.77, 0.71

and 0.55 for the Full, Constant remote flux and Luzon only cases, respectively. The internal tides

reaching area c from the distant Luzon Strait become Mode-1 dominant, which is not as dissipative

and accounts for the lower dissipation value in area c as compared to area b for the Luzon only case.

For the Full and Constant remote flux cases, the high-mode internal tides from the nearby Mariana

Arc result in greater dissipation in area c compared to the Luzon only case. This is evident in the

KPC2013 simulation in which dissipation in area c exceeds that in area b. The dissipation in area

c for the KPC2013 simulation is slightly greater than the time-mean value for the Luzon only case

due to the presence of high-mode internal tides from the Mariana Arc, but is a factor of 0.54 of the

Full case time-mean value. These results suggest that both the subtidal circulation and the internal

tides generated at the Mariana Arc equally contribute to the internal tide dissipation in area c.

Variability in dissipation over the year is similar for the Full and Constant remote flux

cases in area b, while in area c the time-varying generation at the Mariana Arc in the Full case

results in greater variability in dissipation than the Constant remote flux case (Table 3.2). For the

Luzon only case, dissipation varies less in both areas, which is consistent with the significantly lower

variability in internal tide generation as shown in Section 3.3.1.

The temporal variability in internal tide dissipation to the east of the Luzon Strait gen-

eration region is examined by defining area d, shown in Figure 3.1. This smaller area is chosen

because it is an area of high EKE compared to the rest of the deep Philippine Sea basin away from

the Western Boundary Current and is directly to the east of the Luzon Strait, in the path of the

dominant eastward internal tide energy flux. Baroclinic energy budget calculations are performed

every three days for the Full case. Figure 3.14 shows the spatial-mean dissipation and the total

baroclinic energy entering area d. The time-mean dissipation (black dashed line) is 5.90 × 10−3

W m−2, an order of magnitude greater than the value for the KPC2013 simulation (black dotted

line), while the baroclinic energy entering area d for KPC2013 is similar to the Full case time-mean

(not shown). As compared to the simulation with a quiescent ocean, the inclusion of mesoscale

circulation significantly increases internal tide dissipation in the model. This is in contrast to area

a where dissipation is only slightly greater with the subtidal flow. The dissipation in area d varies

significantly throughout the year from near-zero to a factor of 3 greater than the temporal mean.

Note that the spatial mean dissipation occasionally is less than zero, which may be attributed to the

tendency and nonlinear advection terms that are ignored. This indicates that our assumption that

internal tide energy is slowly varying over the 62-hour averaging period is not always valid. As
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seen in Figure 3.14, the correlation between the dissipation and the incoming baroclinic energy is

not as strong as between the dissipation and the internal tide generation in area a (Figure 3.12). In

area d the varying subtidal circulation is also an important influence on the dissipation variability;

changing mesoscale energy and horizontal and vertical shear are likely to affect internal tide dissi-

pation, in addition to the amount of incoming internal tide energy. Teasing out these effects is not

clear however, due to the time-varying energy level entering the area. A simulation of a constant

internal tide flux propagating through varying mesoscale fields may reveal more direct relationships

between dissipation and mesoscale circulation energy and shear.
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Figure 3.14. Spatial-mean dissipation and total incoming baroclinic energy for area d calculated
every 3 days from the Full case. The time-mean dissipation and dissipation from the KPC2013
simulation are shown.

Examining the longitudinal distribution of meridionally-integrated zonal baroclinic en-

ergy fluxes (Figure 3.11), dissipation and EKE (Figure 3.15) across the model domain for the Full

case we see a sharp decrease in dissipation east of the generation site to 124◦E, associated with a

sharp decrease in EKE and a decrease in baroclinic energy. As in Figure 3.13, Figure 3.15 (top

panel) shows the time-mean dissipation averaged over the meridional ‘strips’ which are one model

grid cell wide and span the latitudinal range of areas b and c, 17.7–22.9◦N. Energy budgets were

computed every three days and the standard deviations are shown by the shaded area about the

mean. Dissipation is greatest close to the Luzon Strait generation site and decreases sharply to the

east as the high-mode internal tides dissipate rapidly. The decrease in baroclinic energy flux (Figure

3.11) is more gradual as the less dissipative low-mode internal tides dominate the total energy flux
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propagating away from the generation site, as was shown in Chapter 2. The Full case dissipation

directly east of the generation site decreases more sharply compared to KPC2013 as the high modes

are likely to dissipate more quickly in the presence of the energetic subtidal flows here. The lower

modes also experience greater dissipation across the domain with mesoscale flows; the decay of

meridionally-integrated baroclinic energy fluxes away from the Luzon Strait is significantly greater

for the Full case compared to KPC2013. Full case dissipation remains relatively high over the re-

gion of elevated meridionally-averaged EKE between the Strait and 126◦E, east of which both the

dissipation and EKE decrease. The dissipation peaks again at 128◦E associated with an increase in

EKE and a small increase in baroclinic energy due to internal tides generated to the north on the East

China Sea shelf. The elevated dissipation in the east of the model domain is likely due to proximity

to the Mariana Arc and dissipation of the high-mode internal tides generated there, as suggested

by the greater diffusivity values in area c for the Full and Constant remote flux cases compared to

the Luzon only case. Enhanced mixing may also occur here due to topographic scattering to higher

modes by the ridge that runs approximately north-south near 136◦E, as described by St. Laurent

and Garrett [2002] and Johnston et al. [2003]. This ridge does not generate significant internal tides

but its associated rough topography may cause scattering.

The significantly greater dissipation away from the internal tide generation site in the sim-

ulations that include subtidal circulation, compared to KPC2013, can be attributed to the increased

velocity shear associated with the mesoscale circulation. Factors that affect the dissipation of energy

in numerical models include numerical dispersion and the choice of parameterization for mixing of

momentum, in which mixing is directly related to horizontal and vertical shear. In all simulations the

same harmonic viscosity coefficient was specified for the harmonic mixing of horizontal momen-

tum. For KPC2013, we performed a sensitivity analysis on the harmonic viscosity parameter and

found the results were not sensitive to this explicit diffusion for simulations with a quiescent ocean.

With the same explicit diffusion for the parameterization of horizontal mixing applied, the increase

in dissipation in the presence of the subtidal flow must be attributed to increased velocity shear and

therefore increased explicit diffusion, as well as increased implicit sub-grid scale dissipation. The

ROMS advection scheme is designed to effectively preserve the distribution of the advected scalar

fields (potential vorticity and material concentrations) by detecting grid points where the values of

the quantity are overshot during the advection step and iteratively diffusing the overshooting excess

[Shchepetkin and McWilliams, 1998]. Where energy is transferred towards smaller scales that even-

tually cannot be resolved by the grid, the energy must be dissipated in the model, thereby simulating

sub-grid scale dissipation.
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Figure 3.15. Top panel: Spatial-mean dissipation over meridional ‘strips’ one grid cell wide over
the meridional range 17.7–22.9 ◦N shown for the Philippine Sea Basin. Dissipation is calculated
every 3 days from the Full case. The blue solid line shows the time-mean values and the shaded
area about the mean shows the standard deviations. Corresponding dissipation from the KPC2013
simulation is shown by the dashed line. Bottom panel: Spatial-mean EKE in the upper 500m over
the same meridional ‘strips’; time-mean shown by the black solid line and standard deviations by
the grey shaded area.

The agreement with observations by Rainville and Pinkel [2004] suggests that the simu-

lations presented here, including subtidal dynamics, provide more realistic internal tide dissipation

estimates than the simulation with a quiescent ocean. Johnston et al. [2011] compared observa-

tions of internal tide beams near Monterey Bay to a numerical model that did not include mean or

mesoscale flows and found that the small-scale features of the internal tide beams in the model did

not experience the dissipation or dephasing found in the observations. Simulations using the Prince-

ton Ocean Model without subtidal circulation by Rainville et al. [2010] were found to overestimate

the high-mode internal tide energy, and Niwa and Hibiya [2004] found that additional damping
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in the horizontal was required for their model, using uniform horizontal stratification, to achieve

agreement of surface amplitudes with TOPEX/Poseidon satellite data in the Philippine Sea.

The mechanisms by which energy radiated as low-mode internal tides is transferred to

higher wavenumbers, and ultimately to turbulent dissipation, is an ongoing question. Low-mode

internal tides have been observed to propogate long distances across the oceans [Ray and Mitchum,

1997, Ray and Cartwright, 2001, Alford, 2003] and may contribute to mixing at locations far away

from their generation sites. Energy transfer to smaller scales can occur via wave–wave interactions

[e.g., Müller et al., 1986], topographic scattering [e.g., Müller and Xu, 1992, St. Laurent and Gar-

rett, 2002] and interaction with sheared currents. Internal waves may be dissipated by scattering at

localized inhomogeneities in the background density field and at enhanced sheared currents [Olbers,

1981a] and by nonlinear interactions with vortical background flow [Buhler and McIntyre, 2005].

Redistribution of the low-mode energy flux to higher modes through interaction with the subtidal

circulation provides a mechanism for driving mixing away from internal tide generation sites. Scat-

tering to higher modes allows for greater vertical propagation of energy, such that the contribution

to deep ocean mixing may be significant.

While the inclusion of subtidal circulation significantly enhances dissipation in the sim-

ulations presented in this study, it is difficult to distinguish the direct effect of changing mesoscale

energy on internal tide dissipation, as internal tide generation and propagation patterns are also

varying. The variable mesoscale circulation affects internal tide induced mixing both through its

influence on internal tide generation energy and by directly affecting dissipation in the deep basin

away from the generation site. More idealized model studies could be more effective at isolating

the effects of subtidal circulation on a constant low-mode internal tide flux, for example. This study

however provides an estimate of the mean and variability of internal tide energetics in the Philippine

Sea and makes a useful comparison to a model simulation using horizontally uniform stratification;

a simplification that is often made in internal tide modeling studies.
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3.6 Discussion

This study uses a modeling approach to examine the effects of the subtidal flow on the

generation, propagation and dissipation of M2 baroclinic tides in the Philippine Sea. The internal

tides vary significantly in time and space and the modeled SSH variability compares well with

observations from a DART buoy within the model domain. Model estimates of internal tide energy

fluxes at the Luzon Strait are also consistent with observations by Alford et al. [2011]. Mean internal

tide energetics differ considerably from the KPC2013 study that assumed a climatological mean

horizontally uniform stratification and omitted subtidal dynamics.

Internal tide generation at the Luzon Strait is affected by local changes in stratification

over the generation site and the varying influence of remotely generated internal tides from the Mar-

iana Arc. Generation variability is described by the standard deviation in barotropic to baroclinic

conversion at the Luzon Strait calculated every three days over year-long simulations. Variability

in generation energy in a simulation that did not include baroclinic tides generated at the Mariana

Arc (Luzon only case) is attributed to local changes in the subtidal circulation over the Luzon Strait.

A simulation in which a constant baroclinic tidal energy flux was applied to represent internal tides

originating from the Mariana Arc (Constant remote case) resulted in a variability that is 1.3 times

greater. This result indicates that the constant flux applied has a changing influence due to variability

in its propagation across the Philippine Sea. When the internal tide generation at the Mariana Arc

was also varying due to the effects of the subtidal circulation (Full case), the generation variability

at the Luzon Strait was 1.8 times higher than the case without remotely generated internal tides.

The changes in generation energy levels for the Full case result from the combination of changing

stratification over the Luzon Strait generation site, variability in the propagation of fluxes from the

Mariana Arc, and varying generation at the Mariana Arc.

Changes in the internal tide generation energy result from changes in both the pressure

perturbation at the ocean bottom and the phase difference between this pressure perturbation and the

vertical barotropic velocity at the bottom. The Full case shows an increase in variability of both of

these terms as compared to the Luzon only case over both east and west ridge generation sites, with

the greatest differences occurring over the eastern slope of the eastern ridge. Generation is found

to be most sensitive to changes in the phase of the pressure perturbation at the bottom, with the

time-mean normalized sensitivities to phase changes at the Luzon Strait being 1.23 times greater

than the mean sensitivities to the pressure perturbation amplitude. Sensitivities to both terms are

about 1.8 greater over the eastern ridge as compared to the western ridge.

70



The horizontal propagation of the depth-integrated baroclinic energy fluxes is significantly

affected by the subtidal circulation. The modeled intrusion of the Kuroshio Loop current into the

Luzon Strait causes the mean internal tides to be steered more to the north, towards the SCS con-

tinental shelf. The mean modeled Loop current location differs from the AVISO observations for

2010, but the mesoscale variability is consistent between the model and observations. The baroclinic

energy fluxes vary in time both in magnitude and direction, due to a combination of variability in

generation, propagation, and dissipation. Spatial patterns of internal tide propagation near the Luzon

Strait are influenced by the varying spatial distribution of generation energy levels and the locations

of mesoscale eddies to the east and west of the Strait. The meridionally-integrated baroclinic energy

fluxes also show increasing standard deviation with distance from the Luzon Strait as the internal

tides lose energy to varying extents as they travel through the subtidal field. Baroclinic energy fluxes

decay more rapidly with distance from the generation site as compared to the KPC2013 simulation

without mesoscale circulation.

We estimate the time-varying dissipation of the M2 internal tide over three areas; the

Luzon Strait, and the deep ocean basin regions of the western and central Philippine Sea. Turbulent

dissipation of internal tide energy in the deep oceans is estimated to provide approximately half

of the mixing required to maintain the thermohaline circulation [Munk and Wunsch, 1998]. The

diapycnal diffusivity required to maintain ocean stratification and sustain the meridional overturning

circulation was estimated to be 10−4 m2 s−1 by Munk [1966] and remains the generally accepted

value today. Microstructure measurements in the 1970s and 80s found open ocean diffusivity values

of 10−5 m2 s−1, an order of magnitude smaller, which were later confirmed by direct dye release

experiments in the 1990s [Munk and Wunsch, 1998]. At the Luzon Strait, area a, the time-mean

turbulent diffusivity for the Full case is found to be 4.0×10−4 m2 s−1, which is 40 times greater than

typical open ocean background levels and the same order of magnitude suggested by Munk [1966].

We find dissipation of internal tide energy at the Luzon Strait to be dominated by dissipation of

the high-mode internal tides rather than the direct influence of the mesoscale flows. This enhanced

diffusivity may be an important turbulent energy source for the mixing of the Kuroshio and South

China Sea waters at the Luzon Strait. In the deep ocean region of the Philippine Sea, areas b and c,

the mesoscale circulation plays an important role in the internal tide dissipation, which is enhanced

by factors of 5 and 2, respectively, when the subtidal circulation is considered as compared to the

horizontally uniform stratification case in KPC2013. We suggest that enhanced mixing is due to

increased velocity shear associated with the mesoscale circulation. The subtidal circulation may
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cause scattering of the low-mode internal tides to higher modes, which have greater downward

propogation of energy and may contribute to deep ocean mixing.

This study supports previous findings that significantly enhanced mixing is likely to occur

over rough topography where energetic internal tides are generated [Polzin et al., 1997, Ledwell

et al., 2000]. The results also suggest that open ocean regions with elevated eddy kinetic energy

such as the Philippine Sea may have higher diffusivity values as compared to less energetic regions

of the world’s oceans. Whalen et al. [2012] infer dissipation rates across the global oceans using

strain information from Argo profiles and find elevated dissipation rates both at regions of rough

topography and in areas of high eddy kinetic eddy. Our results support the suggestion by Liang and

Thurnherr [2012] that, in addition to topographic roughness and tidal forcing, parameterizations of

deep ocean mixing should also take the energy associated with the subtidal circulation into account.

Enhanced mixing both close to internal tide generation sites (e.g., the Luzon Strait) and in regions

of high eddy kinetic energy (e.g., the Philippine Sea) may make a significant contribution to closing

the energy budget of the global oceans.

We show that both the temporally and spatially varying general ocean circulation and the

background internal tide field influence model estimates of baroclinic tides in the Philippine Sea.

The results provide insight into the mechanisms of variability of the baroclinic tides and highlight

the importance of considering both the remotely generated internal tides and the subtidal dynamics

to estimate internal tide energetics. This study represents an important step towards understanding

the variability in internal tide energetics in the global oceans, which affects the energy available for

mixing and the locations at which this mixing occurs.
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Chapter 4

Influence of Internal Tides on

Predictability of the Philippine Sea

Circulation using 4D-Variational Data

Assimilation

4.1 Introduction

4.1.1 Background and Motivation

The atmospherically-forced eddying general ocean circulation is typically simulated with-

out tides. We aim to investigate the influence of the tides on the predictability of the subtidal ocean

circulation in the Philippine Sea, a region that experiences both dynamic mesoscale circulation

and energetic internal tides. Effective prediction of the oceanic circulation uses data assimilation

techniques, which combine ocean observations with a dynamical model to provide an ocean state

estimate that is more useful that either alone. This improved state estimate provides initial con-

ditions for the subsequent prediction. In 4-dimensional variational data assimilation (4D-Var), the

difference between the model solution of the time-evolving flow and all available observations is

minimized over the assimilation interval, based on prior assumptions of the errors in the observa-

tions and the model background state. Excluding the tides from a model for subtidal estimates and

predictions makes the assumption that the tidal and subtidal dynamics are independent. Further-

more, the internal tides are sampled by the observations but are non-deterministic, as was shown

in Chapter 3, and in most cases the tidal signal cannot be removed from the observations. This
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unresolved internal tide signal may be large in regions of energetic and highly varying internal tides

such as the Philippine Sea and must be included in the prior errors associated with the observa-

tions, limiting the value of the observations in the assimilation. This is particularly important for

SSH where the internal tide surface expression is unresolved, and for subsurface observations about

the thermocline where there is significant heaving of isopycnals. In this study, we use Incremental

Strong-constraint 4-dimensional Variational Data Assimilation in Twin experiments to examine the

importance of including the tides in making state estimates and predictions of the subtidal circula-

tion in the Philippine Sea. We focus on short-range predictions with 7-day forecast windows.

4.1.2 Incremental Strong-constraint 4D-Var

An effective forecasting system uses advanced state estimation techniques to improve

the model forecast by reducing the residuals between model output and observations. Incremental

Strong-constraint 4-dimensional Variational Data Assimilation (IS4D-Var) uses variational calculus

techniques to solve for the increments in model initial conditions, boundary conditions and forcing

such that the difference between the modeled solution and all available observations is minimized

- in a least-squares sense - over the assimilation window. The difference between the model and

the observations, d, is referred to as the innovation vector given by d = y − H(xb); where y are

the observations, xb is the background circulation (referred to as the model prior); and H is the

nonlinear operator that maps it onto observational locations and times. Utilizing Bayesian inference

and assuming Gaussian uncertainties in the observations and model prior, we can formulate a cost

function, J , that measures normalized deviations from the observations as well as from the model

prior. The cost function is a function of the increment adjustment to the initial conditions, boundary

conditions and forcing, δx = x− xb, and is given by:

J =
1

2
(d−G(δx))TR−1(d−G(δx)) +

1

2
(δx)TP−1(δx) = Jo + Jb, (4.1.1)

where R is the observation error covariance, P is the background error covariance (prior

error) and G = HM where M is the tangent linear model and H is the linearized version of the

operatorH that maps the model onto observational locations and times.

The forward integration of the nonlinear model equations, given a prior estimate of the

initial conditions, provides an estimate of the background state (xb, the forecast). This occurs in

the outer loop of the assimilation methodology. In order to improve the state estimate, the model

initial conditions, boundary conditions and forcing are adjusted such that the quadratic cost function,
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J = Jo + Jb, is minimized. Jo represents the error between the model and the observations, and is

given by the squared difference between the observations and the model given the integration of the

increment adjustment through the tangent linear model, weighted by the inverse of the observation

error covariance. The second term, Jb, penalizes deviations from the background state, and is given

by the squared difference between the new estimate and the background state, weighted by the

inverse of the background error covariance. The minimum is found by integrations of the tangent

linear and adjoint models in the inner loops to determine the shape of the cost function. We seek

to minimize the cost function by equating the gradient to zero. The gradient of the cost function is

given by,

∇δxJ = −GTR−1(d−G(δx)) + P−1(δx). (4.1.2)

In the first step of the inner loop, the tangent linear model is integrated using the increment

δx (for the first inner loop δx = 0) and d−G(δx) is computed. The adjoint model GT is then used to

compute GTR−1(d−G(δx)) and∇δxJ is computed. A Lanczos-based conjugate gradient method

is used to determine how far to step in the direction of the gradient to reduce J . The inner loops can

be continued until J is reduced by a certain ratio, or, as in this study, a set number of inner loops can

be completed that are found to give an acceptable reduction in J . We do not find the true minimum

of J , but rather an acceptable reduction.

After the final inner loop the new increment δx is used in the subsequent outer loop. The

outer loop is completed by integrating the nonlinear model using x = xb + δx, and the final outer

loop provides the ‘best’ estimate of the ocean state (xa, the analysis). The analysis is constrained to

satisfy the nonlinear model equations (strong-constraint) and better represent the observations over

the assimilation window, the length of which is limited by the time over which the tangent linear

assumption remains reasonable. The analysis provides an improved estimate of the initial state for

the subsequent forecast window.

An advantage of this assimilation method is that it makes use of the dynamical connec-

tions between the model fields, such that observed variables propagate information to unobserved,

dynamically-linked variables. The known uncertainties in the observations are specified through

the observation error covariance matrix so that we do not ‘over-fit’ the solution to uncertain obser-

vations. Defining these observational uncertainties is an important part of configuring any specific

data assimilative model. Similarly, the background error covariance represents the uncertainties in

the background state such that larger adjustments are permitted in regions where the uncertainties

in the initial estimate of the background state are high, and vice versa. The goal is to solve for the

nonlinear ocean solution that is dynamically consistent with the observations and is free within the
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known uncertainties in the system. The resulting circulation has both a reduced uncertainty and

better represents the observations. The ROMS assimilation system is explained in detail in Moore

et al., 2011a.

4.2 Model Configuration and Experimental Set-up

4.2.1 Forward Model Description

As in Chapter 3, we use the Regional Ocean Modeling System (ROMS) to simultaneously

resolve the eddying general circulation and the principal lunar, semidiurnal (M2) barotropic and

baroclinic tides in the Philippine Sea for 2010. The assimilation is performed on the Inner domain

which is nested within the Outer domain (see Figure 3.1). The model has the same configuration as

the Full case described in Section 3.2.1.

4.2.2 Twin-experiment Methodology

Twin experiments allow us to investigate predictive skill based on a known ocean state by

defining a given model solution as the True State. The goal is to assimilate observations extracted

from the True State into a Twin model, which is initialized from a perturbed initial state, allowing

us to asses how well the assimilation improves our estimates. Such experiments are useful for state

estimation and predictability studies as we can compare our estimates to a known state, as compared

to prediction studies of the real ocean using actual observations in which the ocean state is largely

unknown.

The methodology for the Twin experiments is outlined in Figure 4.1. The Outer model

resolves the mesoscale circulation and the tides simultaneously for 2010, using boundary and initial

conditions from the Mercator general ocean circulation model, atmospheric forcing from the NCEP

atmospheric model, and barotropic M2 tidal forcing from TPXO7.1. The Outer Twin model is

driven by identical forcing and boundary conditions as the Outer simulation, but is prescribed with

incorrect initial conditions (taken from Mercator on the 1st Jan 2009). Over the 13-month simulation

the Root-Mean Squared (RMS) difference in SST and SSH between the Outer Twin simulation

without data assimilation and the Outer simulation reduces but the solutions do not converge. This

shows that, for the period of the experiment, the Outer Twin does not converge to the Outer model

without state estimation. The mesoscale circulation is typically highly sensitive to the initial state,
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and over the 13-month period, the forcing and boundary conditions do not completely dominate and

the error in the initial conditions remains important in affecting the predictions.

In this experiment, we define the simulation that resolves the M2 surface and internal tides

and the varying subtidal circulation, referred to as the Full case in Chapter 3, as the True State. We

generate synthetic observations by sampling this state for the same observation types and locations

as the actual available observations (Figure 4.2). Random errors are then generated that are normally

distributed with the standard deviation corresponding to the specified observation error covariance,

and the synthetic observations are perturbed by these errors. The observational error covariances

are described in detail in Section 4.2.5 below.

We are interested in evaluating how the M2 internal tide signal in the observed data in-

fluences our state estimates and predictions. Are our estimates of the subtidal surface and interior

structure of the ocean influenced by including – or not including – internal tides in the simulation?

To achieve this, we assimilate the synthetic observations into two models that are initialized from

the same perturbed state and that differ from each other in that they do, and do not, include the

tides. Twin 1 simulates the subtidal dynamics and the M2 surface and internal tides, while Twin 2

simulates the subtidal dynamics but does not include the tides (refer to Figure 4.1). To assess the

influence of including the tidal dynamics in the model for assimilation, we compare estimates of

various circulation metrics of interest from Twin 1 and Twin 2 with the True State. Through these

experiments we aim quantify the skill of state estimates and predictions of the circulation in the

Philippine Sea, and determine whether including the tides improves subtidal predictability.

4.2.3 Observational Data

The assimilation experiments are performed for 2010, the year of the PhilSea observa-

tional campaign. Other available subsurface observations and satellite-derived surface observations

are also sourced for this time period. The subsurface observation locations and times are shown in

Figure 4.2. For the purpose of the Twin experiments, observations are sampled from a True State

simulation representing the observation types and locations that were sampled during PhilSea and

by other available surface and subsurface observations described below. The actual observational

data is used to estimate the observational errors, as discussed in Section 4.2.5 below.
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Figure 4.1. Twin experiment methodology.

Satellite-derived Sea Surface Height

Archiving, Validation and Interpretation of Satellite Oceanographic Data (AVISO), France,

produce global, daily, gridded (1/3◦x 1/3◦) mean sea level anomaly data, computed with respect to

a seven-year mean. The AVISO SSH data was downloaded and the True State model sampled at the

same times and locations for 2010. For assimilation into Twin 2, the barotropic tide signal in the

SSH from TPXO7.1 was subtracted from the True State values.

Satellite-derived Sea Surface Temperature

The Operational Sea Surface Temperature and Sea Ice Analysis (OSTIA) is a daily grid-

ded (0.054 ◦by 0.054◦) product produced by the United Kingdom Meteorological Office. The prod-

uct combines satellite data from a variety of sensors and in situ data from drifting and moored

buoys using optimal interpolation. The SST fields are specifically produced for data assimilation

into Numerical Weather Prediction (NWP) models. The SST data was downloaded and the True

State model sampled at the same locations. SST synthetic observations are identical for Twin 1 and

Twin 2 and are prescribed daily.
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In situ Data

Argo floats: Argo is an international program consisting of 3000 free-drifting profiling

floats that measure the temperature and salinity of the upper 2000 m of the ocean (www.argo.ucsd.edu).

The Argo float locations in our model domain for 2010, and the times at which they occur at those

locations, are shown in the top panel of Figure 4.2. The synthetic Argo data was obtained by sam-

pling the True State model at the corresponding times and locations that the Argo floats were present.

PhilSea Glider missions: Autonomous gliders were deployed from November 8th into

2011, measuring temperature and salinity in the upper 1000m. The True State model was sampled

at the glider sampling locations along their paths, shown in cyan in the bottom panel of Figure 4.2.

PhilSea Moorings and Distributed Vertical Line Array (DVLA): Five moorings (T1-

5) and a DVLA were installed as part of the PhilSea experiment to the east of the Luzon Strait

(locations shown by black dots in Figure 4.2, bottom panel) from the April 2010 to April 2011.

Instruments spaced vertically along the moorings took temperature and salinity measurements at

high sampling frequencies. An Acoustic Doppler Current Profiler (ADCP) was also located on

each of T1-5 measuring current velocities. The mooring details are shown in Table 4.1 showing the

observation types, depths, sampling frequencies and deployment periods.

For the temperature and salinity measurements from the DVLA and moorings T1-5, the

True State is sampled at the instrument locations and depths with a 30-minute sampling period.

While the instruments sample at a higher temporal resolution (between 5 and 20 minutes depending

on the instrument, see Table 4.1), we use a 30-minute sampling period as, typically, if we were using

these data in an assimilation we would average the data over 30-minute intervals to reduce noise.

For the upward-looking ADCPs on T1-5, we find the layer that the ADCP is located in at

350m, k, and sample the velocities in every layer from k up to N − 2, where N is the surface layer.

For the downward-looking ADCP on the DVLA, we sample every layer from the layer that the

ADCP is located in at 155m to the layer 300m below it. Again, we use a 30-minute sampling period

as we would normally average over this time interval to reduce noise. For Twin 2, not including

tides, we filter the sampled True State velocities to remove variability at and above the semidiurnal

frequency in order to remove the strong barotropic tidal velocities from the observations for assim-

ilation.
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PhilSea Conductivity Temperature Depth (CTD) sensors: Ship-borne CTD sensors

were deployed on two separate cruises in April (mooring deployment mission) and November

(glider deployment mission) (blue and magenta circles in the bottom panel of Figure 4.2, respec-

tively) and measured temperature and salinity to below 5000m depth. The exact depths and times of

these CTD casts were available and the True State model was sampled at these locations and times

to produce these synthetic CTDs. A transect was also made from the DVLA location to a station

located at 19.00 ◦N, 130.20 ◦E during which CTDs were taken every 10km (red circles in Figure

4.2, bottom panel). The cast details were not available however synthetic CTDs were sampled from

the True State model using typical CTD cast characteristics. Casts every 10 km resulted in 51 CTD

casts with approximately 50 readings per cast between 10m below surface and 50m above the ocean

bottom, starting at the DVLA on the 24th April and ending on the 29th April.

Japan Meteorological Agency (JMA) CTDs: Repeat CTD survey sections have been

maintained by JMA (refer to Qiu et al. [2012]), down to 4600m. Four cruises took place in 2010

(green circles in Figure 4.2, bottom panel). The True State model was sampled at the same times

and locations of the JMA CTD data to produce the synthetic observations.

The number of temperature observations outweighs the number of observations of each

of the other state variables by an order of magnitude (Figure 4.3, top panel). The number of ob-

servations of the other state variables (SSH, u and v velocities and salinity) are all of similar order

of magnitude; the observations of SSH are distributed over the entire domain’s sea surface over the

year-long period, while the other in situ observations are taken at isolated mooring or CTD loca-

tions or along glider paths. Temperature observations are dominated by SST data, followed by the

high-frequency mooring data from T1-5 and the DVLA (Figure 4.3, bottom panel).
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Figure 4.2. Subsurface observations for 2010: Argo floats (top) and other subsurface observations
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the observation types and locations that are used to generate synthetic observations from the True
State.
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Table 4.1. Mooring details for PhilSea moorings T1-T5 and DVLA with observation types, sampling
locations and times.

Mooring
Lat.
Lon.

Water Depth
Instrument

Type
Observation

Type
Observation
Depth (m)

Sampling
Interval
(mins)

Deployment
Date

DVLA
21.36◦N
126.01◦E

5512m SBE 37-
SMP

T,S 190:30:310 5 23 Apr 2010

310:40:550
H0-40 T 180:40:540 20

580:20:1160
1178

H0-48 T 1200:20:2120 20
2160, 2198

H0-16 T 2280:60:3240 20
3360:60:4320

H0-25 T 4383:40:5343 20
5381

ADCP
150kHz

u,v

155
downward looking
every model layer 15

T1
23.14◦N
127.07◦E

5939m SBE 37-SM T,S 180 6 12 Apr 2010
SBE 39 T 250, 370,480, 550
SBE 37-SM T,S 650
SBE 39 T 900,1130,1560,1920

ADCP
300kHz

u,v

350
upward looking

every model layer 15

T2
20.83◦N
129.78◦E

5942m SBE 37-SM T,S 180 6 17 Apr 2010
SBE 39 T 250, 370,480, 550
SBE 37-SM T,S 650
SBE 39 T 900,1130,1560,1920
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ADCP
300kHz

u,v

350
upward looking

every model layer 15

T3
17.79◦N
128.06◦E

5762m SBE 37-SM T,S 180 6 19 Apr 2010
SBE 39 T 250, 350, 370,480,

550
SBE 37-SM T,S 650
SBE 39 T 900,1130,1560,1920

ADCP
300kHz

u,v

350
upward looking

every model layer 15

T4
18.35◦N
124.29◦E

5786m SBE 37-SM T,S 180 6 21 Apr 2010
SBE 39 T 250, 350, 370,480,

550
SBE 37-SM T,S 650
SBE 39 T 900,1130,1560,1920

ADCP
300kHz

u,v

350
upward looking

every model layer 15

T5
21.37◦N
123.99◦E

5398m SBE 37-SM T,S 180 6 9 Apr 2010
SBE 39 T 250, 350, 370,480,

550
SBE 37-SM T,S 650
SBE 39 T 900,1130,1560,1920

ADCP
300kHz

u,v

350
upward looking

every model layer 15
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Figure 4.3. Number of observations broken down by state variable (top) and number of temperature
observations broken down into observation provenance (bottom).

4.2.4 Comparison of Free-running Model True State with Observations

We begin by comparing the True State simulation to the available observations to assess

whether it provides a reasonable representation of the real ocean. Mean circulation at the Luzon

Strait and in the Kuroshio from the Full case simulation was presented in Figure 3.2 and was com-

pared to observations and climatologies presented in the literature in Section 3.2.2. Figure 3.3 shows

the mesoscale SSH variability is well represented in the model compared to sateliite-derived SSH

data from AVISO. The internal tide sea surface expression in the model is consistent with observa-

tions at a DART buoy, as presented in Figure 3.4.

Figures 4.4, 4.5 and 4.6 show cross sections through 23◦N, 21◦N and 129◦E, respectively.

The top panel of Figure 4.4 shows the mean northward flowing Kuroshio from the True State sim-

ulation, and the corresponding downward pycnocline tilt. The middle and bottom panels compare
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all available temperature observations about 23◦N and the temperature from the True State sampled

at the observation locations and times. The contours show a consistent match between the subsur-

face temperature structure as sampled by the observations over the year. In Figure 4.5 , top panel,

the northward flowing Loop Current and Kuroshio either side of the ridge at the Luzon Strait are

evident. Further east, the meridional velocities are dominated by the counterclockwise circulation

associated with the cyclonic eddy seen in the mean SSH field (not shown) centered at 24.5◦E. In

general, the temperature structure from the observations matches well with the True State (middle

and bottom panels). The thermocline tilts downwards from the SCS across the Luzon Strait and

begins to tilt upwards at 124-125◦in the observations and at about 123-124◦E in the model. Figure

4.6 shows a meridional cross section. The top panel shows the dominant westward flowing zonal

current, the NEC, and eastward flowing surface current, the STCC, at 23-24◦N, with the associated

upward pycnocline tilt (the sub-tropical front). Modeled and observed temperature provide a con-

sistent subsurface structure (middle and bottom panels). The thermocline tilts generally downwards

across the NEC, with a pronounced upward tilt beginning north of 23◦N.
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4.2.5 4D-Var Configuration

Observational Error Covariance Matrix

The observation errors must account for the instrument error and the error of representa-

tiveness. Errors of representativeness can come about due to the spatial and temporal discretization

in the model. For example, if several observations exist in the same grid cell taken within the same

time-step, the error of representativeness is computed by the variance of these coinciding observa-

tions. Because our synthetic observations are derived from the True State model which has identical

discretization as the Twin experiments, no such errors exist here. Errors of representativeness must

also account for any physical processes that may be sampled by the observations but are not resolved

in the model; the internal tides in Twin 2 is an example of this.

The observations assimilated in Twin 1 and Twin 2 are identical, except the SSH where

TPXO7.1 is used to remove the barotropic tidal signal for Twin 2 and the ADCP velocities, which

are low-pass filtered to remove the semidiurnal frequencies and higher for Twin 2. The high fre-

quency temperature and salinity observations from the mooring are not filtered to remove the tides,

to be consistent with the other temperature and salinity observations for which we are unable to

remove the tidal signal. The specified observation errors for SSH and subsurface temperature and

salinity are different for Twin 1 and Twin 2 because Twin 2 must account for the unresolved internal

tide signal, requiring higher errors. The errors used to perturb the observations sampled from the

True State are those used in the Twin 1 assimilation that resolves the tides. The observational errors

for the various observation types are described below.

SSH: The inherent error in AVISO data is specified as 3cm. For the experiment that re-

solves the internal tides (Twin 1), this is the specified SSH error over the entire domain. For Twin

2, we remove the barotropic tidal signal as predicted by TPXO7.1 from the SSH synthetic observa-

tions sampled from the True State. As such, the SSH observations include the internal tide surface

expression, which is not resolved by Twin 2 or predicted in TPXO7.1, as well as any error in the

TPXO7.1 barotropic SSH predictions compared to the True State. This unresolved signal must be

accounted for in the observational error covariance. The SSH error that is added (in quadrature) to

the 3cm product error for Twin 2 is shown in Figure 4.7, top panel. To compute these errors we

calculate the SSH amplitudes and phases every 3 days from the True State simulation. We then

compute the absolute RMS error, E, (Equation 2.3.1 ) between the True State and TPXO7.1 for

every 3-day realization, giving the SSH difference to TPXO7.1 at each point for the 120, 3-day
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periods. We take the mean E over the 120 realizations and then take the maximum of the mean E

values in approximately 1◦squares (15 cells in the x direction, 10 cells in the y direction). This last

step removes the variability at the Mode-1 internal tide wavelength scale.

SST: The OSTIA product error is estimated to be 0.3◦C, which is specified as the SST

observational error over the entire domain for Twin 1 and Twin 2 for the gridded SST data, assimi-

lated daily.

Subsurface Temperature and Salinity: The observational errors specified for subsur-

face temperature and salinity vary with depth and are prescribed as a fraction of profiles of typical

variability. The prescribed temperature and salinity error profiles are shown in Figure 4.7, bottom

left and middle panels, respectively. The instrument errors are typically small in comparison to these

errors. In order to calculate the profiles of typical variability we used subsurface data from Argo for

2009-2012, JMA CTDs for 2009-2012 and PhilSea glider and CTD data from 2010-2011. Using

all of this data, we calculate the mean of the 30-day running standard deviations of temperature and

salinity in depth bins to come up with a single variability profile for the entire domain for both state

variables. These profiles give the typical climatological variability with tides across the domain, as

the internal tide signal is captured by these observations. To devise the temperature and salinity er-

ror profiles for the models that do and do not resolve the M2 internal tides, we make use of the only

subsurface data that was available to us at a high enough sampling frequency to resolve the tides; the

data from the DVLA that had temperature measurements between 180m to 1178m. Moorings T1-5

also took tidal resolving measurements but this data was not available to us. We filter the DVLA

data to remove the frequencies at and above the semidiurnal frequency, and calculate the mean of

the 30-day running standard deviations of temperature in depth bins for the data with and without

the tides removed. The profiles from the DVLA data give us an idea of the variability that is due to

the tides, and are used to estimate error profiles including and excluding tidal variability.

To obtain a temperature error profile accounting for the unresolved internal tide variability

(applied to Twin 2, black solid line in bottom left panel), we prescribed the variability profile from

the DVLA without the tides removed over the depth range of the DVLA (180m to 1178m). For the

upper 180m, we scaled the temperature climatological profile described above by 0.4 such that it

best matched the temperature profile including tidal variability at the DVLA location. Below the

depth range of the DVLA to 2000m we specify an error of 0.07◦C, and below 2000m the error

is set to 0.01◦C (depths below 2000m are not shown on the Figure). These values from the base
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of the DVLA to 2000m and below 2000m are also estimated based on the climatological profile.

Similarly, to obtain the temperature error profile for the model that resolves the M2 internal tides

(applied to Twin 1, grey solid line in bottom left panel), we used the temperature variability profile

for the filtered DVLA data (with the semidiurnal tides removed) from 180m to 1178m. We assume

that this variability profile is a good representation of the variability at the DVLA location excluding

the variability due to the M2 tides, which are the dominant semidiurnal constituent. The temperature

climatological profile scaled by 0.35 best matches the temperature variability profile from the DVLA

with the semidiurnal tides removed, and this scaled profile is used for the upper 180m. Below the

DVLA depth range to 2000m we prescribe an error of 0.07◦C, and below 2000m the error is set to

0.01◦C. The errors below 1178m are identical in both cases as isotherm displacement due to internal

tides is small at these depths. Salinity observations were not available at the DVLA, so to obtain the

salinity error profiles (bottom middle panel) we scale the salinity climatological variability profile

in a similar way as we did for temperature. The salinity climatological profile is scaled by 0.4 and

0.35 to give error profiles for when the internal tides are not resolved, and when they are resolved,

respectively (black and grey lines in the bottom middle panel of the Figure). Note that in all cases

the profiles are smoothed to avoid irregularities and abrupt changes in the error profile with depth.

This procedure has specified the subsurface temperature prior observation errors as the

typical low frequency variability (over 30 day periods) at the DVLA location for its deployment

period (April-December 2010), and scaled values of the climatological profiles over the depth ranges

not covered by the DVLA. For the climatological variability profile across the domain calculated

from all available data from 2009-2012 to best match the variability profile at the DVLA location,

a scaling factor of 0.4 was applied when semidiurnal internal tide variability is included, and 0.35

when the semidiurnal tidal variability was removed by filtering the DVLA data. As such, in the

upper 180m we specify errors that are 12.5% smaller when we resolve the M2 internal tides in our

model. Over the depth range of the DVLA, the errors are 15-25% smaller when M2 internal tides

are resolved. For salinity, scaled values of the climatological profiles of low frequency variability

are used with the scaling factors of 0.4 and 0.35 derived from the temperature data.

Due to the spatial and temporal variability of the internal tides, estimating the error asso-

ciated with the unresolved internal tides is complex. In this work, we applied scaled depth profiles

of typical variability as the observational errors, such that at depths where the variability is high, the

state estimate is less constrained to the observations. The prior observational error profiles applied

were constant across the domain. An alternative would be to prescribe only the instrument error to

subsurface observations for the model that resolves the internal tides (Twin 1) and to prescribe the
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instrument error added (in quadrature) to the difference between the total variability profiles and the

variability profiles without the M2 tides to Twin 2 (i.e., the difference between the black and the grey

lines), to account for the unresolved internal tide variability. This makes the assumption that we are

correctly predicting the amplitude and phase of the internal tides in Twin 1. An additional, smaller,

error term could be applied to Twin 1 error profiles to account for errors in the internal tide estimates.

Over the DVLA depth range, the difference in the estimated error profiles with and without semidi-

urnal variability peaks at 0.1◦C between 300-500m, the depth range of greatest internal tide induced

isotherm displacement. The DVLA is located directly east of the Luzon Strait (21.36◦N, 126.01◦E)

where the internal tides are fairly strong (Figure 2.4) and we assume that the subsurface temperature

variability due to internal tides measured here provides a good estimate of the variability across the

domain. The reduction in the variability profile by excluding the M2 internal tide variability is likely

to be a good estimate for the region east of the Luzon Strait to ∼130 ◦E, an underestimate for the

SCS where vertical displacement of the isotherms is greater and an overestimate for the remainder

of the Inner domain away from the Luzon Strait generation site. In general, however, the difference

between these two profiles is expected to provide a reasonable estimate of the errors associated with

the unresolved M2 internal tide signal.

The unresolved internal tide variability could also be estimated in a similar manner that

was used for SSH, by calculating the amplitude of temperature variability at M2 every 3 days over

the period of the DVLA deployment and prescribing the error as the mean M2 amplitude with depth.

The error associated with the unresolved internal tide signal of 0.1◦C over the 300-500m depth range

calculated by the method described above and used in this study is lower than the estimate based

on the mean M2 amplitude at the DVLA location, which peaks at 0.4◦C over this same depth range.

The temperature and salinity error profiles used in this study were estimated based on analysis of

available observations in the region; however, using the True State model we could devise spatially

varying error profiles based on the mean amplitude of M2 temperature variability. The maximum

or some percentile of the M2 amplitude may be a more appropriate choice than the mean. Alterna-

tively, we could prescribe the prior observation errors as some other fraction of the climatological

variability profiles. Improved specification of the subsurface observational error covariances and

the sensitivity of the state estimation to the choice of prior errors requires further study.
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Subsurface Velocities:

The ADCP data was not available to us, and in order to devise profiles of typical variability

in the velocities we make use of a forward model simulation for 2010 that simulates the general

ocean circulation without the tides. We use output from this simulation in the region of the DVLA

and T1-5 (17.5-23.2◦N and 124.2-129.9◦E). and generate profiles of the mean of 30-day running

standard deviations with depth for u and v. These profiles represent typical variability in the velocity

components without tides and are prescribed as observational error profiles for both Twin 1 and

Twin 2. Twin 2 does not resolve the tides but we filter the ADCP data before assimilation to remove

variability at and above the semidiurnal frequency. Scaling of these variability profiles could also

have been performed, such that the specified observation error is a given fraction of the typical

variability. Improved specification of the velocity observation error profiles requires further work.
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Background Error Covariance Matrix

The background error covariance matrix, P, provides information on the expected error

of the background state, providing a constraint in the cost function that penalizes deviations from

the background state (Equation 4.1.1). We estimate P by factorization, as described in Weaver and

Courtier [2001], such that,

P = KbΣΛL1/2
v LhL

1/2
v ΛΣKT

b , (4.2.1)

where Kb are the covariance operators of the balanced dynamics, Σ and Λ are the diag-

onal matrices of the background error standard deviations and normalization factors respectively,

and Lv and Lh are the univariate correlations in the vertical and horizontal directions. We only

prescribe univariate covariance in Kb. The dynamics are coupled through the use of the tangent

linear model in the assimilation, but not in the statistics of P. The correlation matrices, Lv and Lh,

and the normalization factors, Λ, are computed as solutions to diffusion equations following Weaver

and Courtier [2001]. The characteristic length scales chosen for Lv and Lh are assumed to be ho-

mogeneous and isotropic and are prescribed based on estimates by Matthews et al. [2011] for the

region around Hawaii. These length scales are assumed to be reasonably valid for our study region

as the latitude range is the same and the lee of the Hawaiian Islands represents the beginning of

the enhanced eddy-variability associated with the Hawaiian Lee Counter Current/STCC and NEC

interaction (Qiu and Chen [2010]).

An initial estimate of the background error standard deviations, Σ, is made based on

monthly standard deviations from a 3-year forward model resolving the general ocean circulation

without tides, giving an estimate of the expected variability of each state variable across the model

domain for each month. We perform a preliminary year-long assimilation using this background

error covariance and analyze the assimilation output to assess the validity of the estimated P. Com-

paring the prior observation errors (R) and background errors (P) and the posterior observation and

background errors, we are able to asses the validity of our prior error assumptions. The posterior

background and observation errors can be computed from Equations (5) and (6) in Moore et al.

[2011a].

Our prior and posterior observation errors were consistent, as expected, as the observa-

tions were perturbed from the True State with normally distributed perturbations with standard de-

viation of the prescribed prior errors. The background prior errors for this preliminarily assimilation

were, however, found to be too high. Spatial averages of the prior and posterior errors were com-
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pared over various regions within the model domain for SSH, SST, subsurface temperature, salinity

and velocity components and the posterior background errors were significantly lower. Assuming

the errors are Gaussian, if R and P are correctly specified, then the “optimality” value, γ = 2J/Nobs,

should reach a value of 1 ±
√

2/N [Powell et al., 2008]. As N is large, a value of 1 indicates cor-

rect specification of the errors, and γ > 1 (γ < 1) represents an under(over)-estimate of the error

covariances. For the preliminary assimilation, estimating P using monthly standard deviations in Σ,

optimality values were 0.5-0.6. As our observation errors are correct, γ values less than 1 indicate

that we are over-fitting the observations and have overestimated the prior background errors.

To update the prior background errors, we use this preliminary assimilation and calculate

the variance of the difference between the forecast and the analysis in time at every spatial point

for all variables over each assimilation window. We then group the cycles into the four seasons and

take the mean of the variances. These variances are specified in Σ to give the new background error

covariance matrix for each season. Consistency checks for the final assimilation configuration, with

this updated P, are presented and described in detail in Section 4.3.1 below.

Validity of the Tangent Linear Assumption

4D-Var data assimilation uses the adjoint and tangent linear versions of the dynamical

model equations to incrementally adjust the initial conditions, boundary conditions and forcing so

as to reduce the error between the model solution and the observations over the analysis window.

For this minimization method to be effective in reducing error in the corresponding nonlinear model

solution, a sufficiently short assimilation window must be chosen such that the tangent linear as-

sumption remains acceptable. In order to determine the limit of linearity, we generate realistic

perturbations and compare the evolution of these perturbations in the nonlinear model (NLM) with

the integration of the perturbations through the tangent-linear model (TLM).

To generate the perturbations we performed a 5-day assimilation in January of 2010 as-

similating actual ocean observations. During this assimilation, each pass through the inner loop

yields an increment to the model’s initial condition, δx(0), which we save. Using Modified Gram-

Schmidt orthonormalization, we use a random combination of the orthogonal vectors to create 15

sets of realistic perturbations for all state variables over the model domain.. We scale them using

standard deviations of the state variables from a 3-year model realization without tides to return

them to the correct units and then multiply them by 0.1, as the original perturbations were typically

about 10 % of the standard deviation values.
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Each sign (positive and negative) of these perturbations was integrated through the TLM

linearized about a background state, xb(t), to create perturbations to the model solution, δxp(t).

Likewise, each positive and negative perturbation was added to initial conditions and the NLM was

integrated using perturbed initial conditions, xb(0) + δxp(t). Only the upper 200m of the water col-

umn was perturbed. To asses the validity of the linear assumption, the difference between the NLM

trajectories and the background trajectory, ∆xp(t) = xp(t)− xb(t), is compared to the correspond-

ing TLM solutions, δxp(t). This was performed for two different background states; in January and

July of 2010, for a model resolving the eddying atmospherically-forced circulation and the M2 tides.

This creates 30 trajectories for each of the 2 background states to compare the integration of realistic

perturbations through the NLM and TLM models. The TLM fields were spatially smoothed using a

second-order Shapiro filter to remove fluctuations at short length scales, as we are interested in the

longer length-scales of the circulation (e.g., mesoscale and larger). Figure 4.8 shows the normalized

Root Mean Square Error (RMSE) and the Anomaly Correlation Coefficient (ACC) for spatial cor-

relation comparison of the NLM and TLM integration of the perturbations. The normalized RMSE

is given by rms(∆xp(t)− δxp(t))/rms(∆xp(t)). The ACC of two vectors is defined as,

ACC(x, y) = Σn
i=1(xi − x̄)(yi − ȳ)[Σn

i=1(xi − x̄)2(yi − ȳ)2]−
1
2 . (4.2.2)

The oscillations in the RMSE ratio and ACC for SSH are at semidiurnal frequency, indicative of

nonlinearities in the tidal SSH.

The tangent linear assumption remains reasonably valid for realistic perturbations over 7

days, during which the RMSE ratio increases to about 0.5 for SSH and 0.7 for temperature, and the

ACC drops to 0.7 for both variables. As such, the assimilation analysis window is chosen to be 7

days.

Outer- and Inner- Loop Configuration

As mentioned in Section 4.1.2, the minimization of the cost function, J (equation 4.1.1),

is performed in a sequence of linear least-squares minimizations in the inner loops. J is reduced

through subsequent integrations of the adjoint and tangent-linear models over a set number of in-

ner loops that determine the increment adjustments to the initial conditions, boundary conditions

and forcing to reduce J . In the outer loops, the increment adjustments are applied and integrated

through the nonlinear model. The cost function will reach its theoretical minimum after a number

of iterations equal to the total number of observations; however, this is not computationally feasible.
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In this study we find that 15 inner loops and one outer loop gives an acceptable reduction in J for

an acceptable computational cost. The cost function reduction is described in Section 4.3.2 below.
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Figure 4.8. Time-series of the normalized RMSE between the NLM and TLM solutions and their
associated ACC for SSH and the upper 200 m of temperature. Linearized about a background state
in January (blue) and July (magenta).

4.3 Assimilation Diagnostics

4.3.1 Consistency of Observation and Background Error Covariance

The theoretical minimum of the cost function, J , is Nobs/2 and can only be reached if the

prior error covariance estimates, R and P, are correct [Weaver et al., 2003]. The level of agreement

between observation and background error variances specified a priori in R and P and the posterior

errors provides a measure of the consistency of the assimilation system. The posterior errors are

calculated using equations (5) and (6) in Moore et al. [2011a]. As mentioned in Section 4.2.5, the

prior and posterior observation errors are consistent by definition as the observations were perturbed

from the True State based on the prescribed errors. The initial assumption of background prior

errors resulted in errors that were too high, and output from a preliminary, year-long, assimilation

was used to estimate updated background error covariances. These updated background errors are

shown to be consistent with the posterior errors here; the match is significantly better than for

the assimilation using the initial estimate of P based on monthly standard deviations. Figure 4.9
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shows the square-root of the spatially-averaged prior and posterior error variances for SSH, SST,

subsurface temperature, salinity, and zonal and meridional velocity components over three areas;

the western Philippine Sea (Phil.), the Kuroshio region (Kur.) and the SCS, for the assimilation

with updated P. Refer to Figure 4.19 for the areas. The calculations are in observation space. The

results shown in the Figure are for Twin 1 and the prior and posterior errors are seen to match very

well. The errors are also consistent for Twin 2 (not shown).

The “optimality” value, defined in Section 4.2.5 above, provides a measure of how well

the error estimates allow us to approach the optimal minimization of J . As Nobs is large, a value of

1 indicates that the prior observation and background error covariances were well specified. Figure

4.10 shows the “optimality” value for each 7-day assimilation window for the 2010 assimilation,

with updated P as described in Section 4.2.5 above, for Twin 1 and Twin 2. The grey dashed line

represents the ideal fit, 1 ±
√

2/Nobs. Values greater than 1 indicate that we are underestimating

the prior background errors. This is the case particularly at the beginning of the assimilation, as

the actual background errors are high given that we initialize from a perturbed state that is not in

equilibrium with the model forcings. As the assimilation proceeds, the validity of the error estimates

improves by this measure.

The updated P provides improved background error covariance estimates compared to

the initial estimate. P is kept constant over the year-long assimilation. Continual refinements to

the prior background errors could be made with each assimilation window; however, we do not do

this in order to avoid the estimated background errors becoming too small, which would strongly

penalize deviations from the background and limit the adjustments made to the model to better fit

the observations.

4.3.2 Cost Function Reduction and Convergence Properties

Linear minimization of the cost function, J , is performed in the inner loops. We use a

single outer loop, at the end of which the final cost function is computed after the integration of

the nonlinear model. Figure 4.11, top and middle panels, shows the reduction from the initial J

for the cost function from the final inner loop and the nonlinear cost function, for Twin 1 and Twin

2. The match between the final tangent-linear and the nonlinear cost function reduction provides

confidence in the validity of the tangent-linear assumption for the 7-day assimilation window. The

greatest cost function reduction occurs at the beginning of the year-long assimilation, as perturbed

initial conditions were prescribed for the Twin experiments. The bottom two panels of Figure 4.11

show the mean cost function reduction for each of the 15 inner loops for all 51 7-day assimilation
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Figure 4.9. Comparison of prior and posterior background and observation errors shown by Sqrt of
the spatial average variance over three regions (Phil, Kur, SCS) as shown in Figure 1 for SSH, SST,
subsurface T, salinity, zonal velocity and meridional velocity in observation space, Twin 1.

windows. The cost function reduction relative to the initial J increases with each inner loop, and

the curves begin to reach steady-state towards the final inner loops showing that 15 loops is a good

choice. Additional inner loops would achieve further reduction in the cost function; however the

reduction achieved over the 15 loops is considered acceptable given the trade-off with computational

expense. The mean reduction in the nonlinear cost function is shown by a magenta dot in the plots

and shows that minor nonlinearities persist in our assimilation windows.

In the inner loops, the adjoint model is used to find the gradient of the cost function with

respect to increments in the initial conditions, boundaries and forcing, ∇δxJ (Equation 4.1.2). The

adjoint model provides the sensitivities of the cost function, J , to the elements of δx. Output from

the final inner loop adjoint model integration, for each assimilation window, is analyzed to show

99



Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

1

1.5

2

2.5

3

O
p

ti
m

a
li

ty

 

 

Twin 1

Twin 2

Figure 4.10. Optimality for each assimilation window for simulations with updated prior back-
ground error covariances, P.

the sensitivities of J to the state variables in the initial conditions in Figure 4.12. The sensitivities

for a variable x are defined as the absolute value of the adjoint output, |∂J/∂x|, multiplied by the

square-root of the specified observation error variance, normalized by the cell area or volume, and

integrated over the model domain. The sensitivity, computed in this way, has the same units as J ,

and is a measure of the change in the cost function if that particular state variable was changed in

every cell in the model domain by one standard deviation error in the direction needed to decrease

J . Figure 4.12 presents this change as a ratio of the initial J . Changes in SST have the greatest

potential to reduce J , and changes in SSH can have the lowest impact. For example, if SST was

adjusted everywhere by one standard deviation error in the direction required to reduce J , J would

be reduced by between 2 and 9 %, depending on the time period. Similar adjustments to SSH would

only change J by the order of 0.1 %. Sensitivities of J to SST are similar for Twin 1 and Twin2,

while J is more sensitive to SSH in Twin 2 than in Twin 1 at the beginning and the end of the year.

For subsurface temperature, J in Twin 2 is approximately equally sensitive to temperature above

250m and temperature between 250-500m. Sensitivity to temperature from 500-750m is lower,

as expected of this less dynamic depth range. In Twin 1, where the internal tides are included,

sensitivity to temperature about the thermocline (250-500m) is greater than or similar to sensitivity

in the upper 250m. This indicates that more adjustments are likely to be made to Twin 1 about the

thermocline, as compared to Twin 2. This is expected as the prior observation error covariance for

temperature about the thermocline in higher for Twin 2 as the internal tides are not resolved (refer

to Section 4.2.5 and Figure 4.7). Sensitivities to salinity, u and v are also greater in Twin 1, and the
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sensitivities to the velocity components increase after the inclusion of the ADCP observations from

mid- to end of April. Twin 2 shows particularly increased sensitivities to all state variables towards

the end of the year, from October to December.

The total cost function, J , describes the residual between the model and the observations,

scaled by the observation error covariance, and the difference between the model and the back-

ground state, scaled by the background error covariance (Equation 4.1.1). In order to examine the

residual with the observations separately, we present the observational cost function, Jo, alone. To

be able to compare how well we represent the observations in Twin 1 and Twin 2 using Jo values,

we calculate the observational J for both experiments but using the same error values in R. We use

the errors specified for Twin 1 such that,

Jo,Tw1,Tw1errors = (d−G(δx))TTw1R−1
Tw1(d−G(δx))Tw1, (4.3.1)

Jo,Tw2,Tw1errors = (d−G(δx))TTw2R−1
Tw1(d−G(δx))Tw2, (4.3.2)

where RTw1 is the observation error covariance for Twin 1, and d−G(δx) is the difference

between the observations and the model given the increment adjustment, mapped to observation

space, for Twin 1 and Twin 2, as indicated by the subscripts. Figure 4.13 shows the initial (forecast)

and final (analysis) observational cost functions for each of SSH, SST and subsurface temperature

(left panels) and the cost function reductions relative to the initial Jo for that variable (right panels).

The match with the SSH observations is significantly better for Twin 1 as compared to Twin 2, and

the reduction made to Jo as a proportion of the initial Jo is less for Twin 2. This is expected as

the prior observation errors are greater for Twin 2 (see Section 4.2.5 and Figure 4.7). Jo for SST

is also lower for Twin 1, showing that the model including the tides provides a better SST estimate

than the one without (Twin 2). The prior observation errors for both experiments are identical for

SST, and greater reduction in Jo for SST is seen in Twin 2 to correct for the greater misfit in SST.

This is discussed further in Section 4.4.3 below. The subsurface temperature Jo values increase

significantly, as expected, after the inclusion of the observations from the DVLA and moorings T1-

5 in April. The Jo values peak when these observations are first introduced, and then the assimilation

adjusts the ocean state to better match these observations and the peak reduces to what remains a

fairly constant Jo value for the remainder of the year. This adjustment occurs over an approximately

one-month period, and is shown clearly by the peak in cost function reduction from April to May in

the bottom left panel of Figure 4.13 for both experiments. The subsurface temperature Jo is slightly
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lower for Twin 1 compared to Twin 2, and the reductions relative to the initial Jo are similar for the

two experiments.
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Figure 4.12. Adjoint sensitivity of cost function, J , to state variables for final inner loop of each
assimilation window.

This Section has provided confidence in our assimilation procedure, and Section 4.4 that

follows goes on to examine the state estimates and predictions of the circulation dynamics for Twin

1 and Twin 2 in more detail. Recall that the initial estimate of the ocean state based on 7-day free-

running model is referred to as the ‘forecast’. The improved state estimate after the assimilation

of observations over the 7-day window is referred to as the ‘analysis’. The analysis provides an

improved estimate of the initial state for the following forecast window.
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4.4 Predictability of the Circulation Dynamics

4.4.1 Correlations in Observation Space

We begin with simple correlations in observation space to examine how well our state

estimates (the analyses) match the True State observations for the two experiments, Twin 1 and

Twin 2. Figure 4.14 shows scatter plots of the True State versus Twin 1 and Twin 2 analysis model

output at the observation locations for SSH, SST, subsurface temperature and salinity. The lines

corresponding to a perfect fit and the r2 values are shown on the plots. Twin 1 achieves significantly

better SSH estimates by including the tides, compared to Twin 2 that does not resolve the tides and

uses TPXO7.1 to remove the tidal signal from the SSH observations. SST estimates are also slightly

better for Twin 1. The notable outliers in Twin 2 SST, where the model is too warm, correspond to

data points in the SCS. These discrepancies result from the lack of tidal mixing that cools the

surface waters, and is discussed further in Section 4.4.6. The subsurface temperature and salinity
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observations include the mooring data (DVLA and T1-5) and all other subsurface observations

(Argo, Gliders and CTDs) and Twin 1 has slightly higher r2 values.

The improved match of Twin 1 with the True State, as compared to Twin 2, is more clearly

seen by observing the time-series of the temperature observations at the moorings. Time-series at

T5 for the True State, and Twin 1 and Twin 2 analyses are shown in Figure 4.15 for the observation

depths of 370m, 480m, 550m and 650m. Twin 1 captures the high frequency variability in the

True State with a reasonable match in amplitude at all depths shown. Twin 2 cannot capture this

amplitude of tidal variability, however some variability is seen that is in the inertial frequency range.

This inertial energy is introduced through the assimilation adjustments as in discussed in Section

4.4.5.

The Section has provided a brief first look at the match with the True State in observation

space. The advantage of the Twin experiments is that we have the entire True ocean state known.

The following Section examines our state estimates and predictions as compared to the True State

working in model space, which allows for a more thorough examination.

4.4.2 Sea Surface Height

State estimates (the analyses) and predictions (the forecasts) of SSH for Twin 1 and Twin

2 are compared in this Section. The observations for Twin 1 were sampled from the True State at the

AVISO locations and times for 2010, and perturbed with normally-distributed random errors with

standard deviation of 3cm (the AVISO product error which is the prior observation error applied

to SSH for Twin 1). These same perturbed SSH observations were used for Twin 2 and the tidal

SSH prediction from TPXO7.1 was subtracted to remove the barotropic tidal signal. As explained

in Section 4.2.5, the observational errors applied to Twin 2 are higher and spatially varying, as they

account for the unresolved internal tide surface expression in addition to the 3cm AVISO product

error (Figure 4.7).

To examine the forecasts and analyses compared to the True State, we filter the SSH

using a 4th-order Butterworth filter to consider the low frequency, intermediate frequency and high

frequency components separately. The low frequency (LF) component describes the mesoscale

circulation and is defined as periods greater than 48 hours, intermediate frequencies (IF) are defined

as 20-45 hours and include the inertial period and diurnal fluctuations, and high frequencies (HF)

are defined as periods less than 15 hours and include the M2 tides. Each 7-day forecast is initialized

from a new estimate of the initial state that represents a step-change from the final time-step of the

previous forecast window. Likewise, the analyses are also not continuous from one 7-day window
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to the next. For the purpose of filtering the SSH components, we found that considering the SSH as

a continuous time-series gave a very good break-down of the components in the various frequency

bands. The addition of the components matched the original time-series extremely well with the

step changes being represented by more gradual transitions that affected at most the first and last

days of the 7-day periods. The match was within 1% excluding the first and last days. As such, for

all of the analysis of SSH broken down into frequency bands, we exclude the first and last day of

each 7-day window. This gave a better representation than filtering each 7-day window separately.

The LF, IF and HF components are shown in Figures 4.16, 4.17 and 4.18, respectively.

The top panels of each Figure show the RMS difference between the forecast SSH and the True State

SSH (the forecast error) for the corresponding component, and the panels below show the RMS

difference between the analysis and the True State (the analysis error). The 3rd set of panels show

how the forecasts and analyses differ by spatial plots of the RMS difference between the forecast

and the analysis. These plots shows the regions where the assimilation has made adjustments to the

forecast to better fit the observations in the analysis; greater adjustments are likely to be made in

regions where the forecast deviates quickly from the True State, where observations are available

and/or in regions that are dynamically linked to observed locations, and where the prior observation

errors are sufficiently low. In the case of SSH, observations are available in a uniform grid across the

entire domain; however, spatially-varying prior errors in Twin 2 affect how the assimilation adjusts

to fit the observations. The final row of panels shows the RMS forecast error minus the RMS

analysis error, such that the positive (red) areas indicate an reduction in error in the analysis, while

the negative (blue) areas indicate the error was greater in the analysis. For Twin 2 comparisons, we

remove SSH predictions using TPXO7.1 from the True State SSH values prior to filtering. Figure

4.19 shows the RMS anomalies about the mean for the True State SSH frequency components. For

HF, the RMS difference between the HF True State SSH and the TXO6.2 prediction is presented,

showing the magnitude of the internal tide component and any error in the TPXO7.1 barotropic

predictions.

The LF SSH predictions are significantly better for Twin 1 compared to Twin 2 (Figure

4.16), particularly in the Kuroshio and SCS regions. This is expected as the additional SSH prior

error for Twin 2 is of the order of 8-12cm near the Luzon Strait and in the SCS (Figure 4.7). These

errors are of similar order of magnitude to the mesoscale signal (Figure 4.19, top panel), limiting

the ability of the assimilation to correctly represent the mesoscale sea surface expression given the

observations. The Kuroshio region has slightly lower additional prior errors (6-8cm), but the SSH

in this region is tightly coupled to the eddies at the Luzon Strait, which are poorly represented in
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Twin 2. In Twin 1, LF SSH predictability is poorest in the SCS and the Kuroshio regions compared

to in the deep Philippine Sea basin; the forecast deviates most from the True State in these areas

(top left panel) and the greatest adjustments are made in the assimilation in these regions (3rd left

panel). The analyses provide an improvement in the RMS SSH error of 2-4cm over the model

domain compared to the forecasts (bottom left panel). In Twin 2, adjustments to correct the SSH

in the analysis are more wide-spread across the domain (3rd right panel), while the adjustments

made in the SCS and Kuroshio regions are small relative to the large forecast errors in these regions.

Forecast errors for Twin 2 in the Kuroshio and SCS exceed the RMS anomalies in these regions

(Figure 4.19), indicating poor skill. The greatest adjustments, and the greatest error reduction in

the analysis (bottom right panel) occurs on the shallow shelf off of the west coast of Taiwan. The

analysis error in the Kuroshio region is reduced by about 2cm compared to the forecast error, but in

the SCS the RMS analysis error is actually slightly greater than the RMS forecast error.

At IF, the forecast errors for Twin 1 and Twin 2 are greatest in the southern region of the

domain. The region of greatest adjustments for Twin 1 corresponds to the region of elevated LF

SSH variability as seen by the anomalies in Figure 4.19, top panel. The forecast and analysis errors

for IF SSH are of similar order of magnitude to the anomalies in this frequency range (Figure 4.19,

middle panel). This intermediate frequency band includes the inertial frequency range. Increased

energy in the inertial band is seen for the assimilations as compared to the True State as adjustments

made to the initial conditions resulting in instabilities would manifest themselves as energy in this

frequency range. This is discussed in more detail in Section 4.4.5. The LF reduction in RMS error

in the Twin 2 analysis on the shallow shelf in the northern SCS was of the order of 3cm, while the

error in the IF SSH is greater in the analysis by about 1cm. The analysis tends to be worse than the

forecast at IF across most of the domain for Twin 2, while for Twin 1 there is improvement almost

everywhere, with the exception of the northern SCS shelf.

At HF we observe the ability of Twin 1 to capture the surface expression of the M2 internal

tides, while Twin 2 does not capture these high frequencies, as expected (Figure 4.18). For Twin 1,

the HF forecast and analysis errors (1st and 2nd left panels) are of the order of 1-3cm over most of

the domain, with slightly higher errors of 4-5cm in the south-east of the domain where the internal

tides from the Mariana Arc have more of an influence. Assimilation is not preformed on the Outer

model so our representation of the mesoscale circulation and thus the internal tide variability from

the Mariana Arc is not improved by state estimation. Errors are also higher (5-6cm) in the northern

SCS, as is expected over this very shallow shelf. The adjustments made in the Twin 1 assimilation

(3rd left panel) occur over the SCS shelf, in the westward internal tide beams into the SCS, in the
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eastward beam emanating from the northern Luzon Strait, and in the south-east of the domain. RMS

error in the SSH is reduced over most of the domain in the analyses, particularly in the eastward

beam from the Luzon Strait, by about 0.5cm, but is increased in the northern SCS. Twin 2 makes

very little adjustment to SSH at HF (Figure 4.18, 3rd right panel) over most of the domain outside

of the SCS shelf. The internal tide surface expression is not captured and the forecast and analysis

errors are approximately equivalent to the RMS anomalies between the True State and TPXO7.1

(Figure 4.19, bottom panel). There is no significant improvement in the HF SSH agreement with

the True State in the analysis (Figure 4.18, bottom right panel).

Figure 4.20 shows time-series of the forecast and analysis errors for each assimilation

window spatially-averaged over three areas of high SSH variability shown in the top panel of Figure

4.19; the western Philippine Sea (Phil.), the Kuroshio region (Kur.) and the SCS. The RMS errors

are shown for the total SSH, and for SSH broken down into LF, IF and HF components. Errors in

Twin 1 are significantly lower over all three regions. Improved estimates are expected at the HF

in Twin 1, as Twin 2 does not include tidal forcing. The representation of the LF (mesoscale) SSH

field is also significantly better in Twin 1; resolving the tides in the model gives better representation

of the mesoscale field as the lower specified prior errors allow for a better fit to the observations.

Dynamical coupling between the tidal and subtidal dynamics is also a key factor in the Kur. and

SCS regions, as discussed in Section 4.4.6 below. The forecast and analysis errors are particularly

high in the Kur. and SCS regions for Twin 2, with a significant increase in error in summer and fall

in the Kur.
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Figure 4.14. True State versus analysis at observation locations for SSH, SST, surface temperature
and salinity for Twin 1 and Twin 2 with correlation coefficient r2 values shown.
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Figure 4.15. Time series of subsurface temperature for mooring location T5 observations locations
and times from the True State, Twin 1 and Twin 2 analysis.
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Figure 4.17. Spatial plots of the RMS Forecast - True State (the Forecast error), RMS Analysis -
True State (the Analysis error), RMS Forecast - Analysis and RMS Forecast error - RMS Analysis
error for IF components of SSH for Twin 1 (column 1) and Twin 2 (column 2).
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Figure 4.18. Spatial plots of the RMS Forecast - True State (the Forecast error), RMS Analysis -
True State (the Analysis error), RMS Forecast - Analysis and RMS Forecast error - RMS Analysis
error for HF components of SSH for Twin 1 (column 1) and Twin 2 (column 2). Note for Twin 2, the
TPXO7.1 tidal prediction is subtracted from the True State before comparison.
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4.4.3 Sea Surface Temperature

Spatial plots of the SST RMS forecast error, RMS analysis error, RMS difference between

the forecast and the analysis, and RMS forecast error minus RMS analysis error are shown in Fig-

ure 4.21 for Twin 1 and Twin 2. As explained for the SSH above, the RMS difference between the

forecast and the analysis (3rd row of panels) shows where the adjustments are made in the assim-

ilations, and the RMS forecast error minus the RMS analysis error shows the reduction in error in

the analysis (positive, red areas). The highest SST errors in Twin 1 (1st and 2nd left panels) occur

in the regions of highest True State SST variability in the northern part of the domain. SST state

estimates and predictions are better for Twin 1 than they are for Twin 2, with the most pronounced

differences being in the northern SCS and Kuroshio regions. Unlike the SSH, the prior observation

errors applied to SST are identical for Twin 1 and Twin 2. There are two key factors that contribute

to the degraded SST predictions in Twin 2. Firstly, tidal mixing is found to be an important dynamic

that controls upper ocean temperature in the Kuroshio and SCS regions in the model; it is difficult

for the assimilation to correct for this missing dynamic in Twin 2 without tides. This is discussed in

more detail in the Section 4.4.6. Secondly, the degraded SSH predictions in Twin 2 may contribute

to the degraded SST predictions through the dynamical connection between SSH and the thermal

structure of the upper ocean [e.g. Goni et al., 1996]. Figure 4.22 shows time-series of mean RMS

SST forecast error and analysis error, averaged over three areas (Phil., Kur. and SCS). The period of

poor SST predictability in Twin 2 in the Kuroshio corresponds to period of poor SSH predictability

in this region (Figure 4.20). This correspondence is also evident in the SCS, to a lesser extent.

Spatially-averaged SST errors are consistently lower over the year for Twin 1 for the three

regions (Figure 4.22). In the Phil. region SST errors are the lowest, compared to Kur. and SCS,

and Twin 1 has slightly lower errors by about 0.5◦C than Twin 2. SST errors are greatest in the Kur.

region with Twin 1 and Twin 2 giving similar errors in the early part of the year. In the summer and

fall, Twin 2 does much worse in its forecasts and analyses, and over this time period the analyses

provide significant reductions in error compared to the forecasts, which deviate rapidly over the 7-

day windows. In the SCS, Twin 1 provides better SST estimates over most of the year, in particular

after June when the Twin 1 errors remain low. In the second half of the year, the Twin 2 SCS SST

errors are significantly higher than Twin 1 and the analysis actually moves further away from the

True State than the forecast over the fall season. The poor predictions over the summer and fall in

the Kur. and the SCS are likely due to the absence of tidally-induced mixing (discussed in Section

116



4.4.6), which is likely to have a greater influence in these seasons due to the typically stronger

stratification and shallower mixed layer which are cooled by tidal mixing.
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Figure 4.21. Spatial plots of the RMS Forecast - True State (the Forecast error), RMS Analysis -
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4.4.4 Subsurface Temperature

As was performed with SSH in Section 4.4.2, we examine the subsurface temperature state

estimates and predictions by separating the temperature fluctuations into three different frequency

bands (LF, IF and HF). Comparisons of temperature from Twin 1 and Twin 2 with the True State

were performed at various depths, and the results are presented for the depth of 300m, which is the

typical thermocline depth and the depth of largest temperature variability. Figures 4.23, 4.25 and

4.26 show the assimilation results compared to the True State.

LF analysis and forecast errors for temperature at 300m (T300m) are generally lower for

Twin 1 than Twin 2 (Figure 4.23, 1st and 2nd panels). In Twin 1 the errors are highest over the SCS

and in the Kuroshio, and are also elevated at the boundaries compared to the errors in the Philippine

Sea basin. The SCS errors are greatest to the north at the edge of the shallow shelf; dynamics in this

region are likely to be highly nonlinear due to the large amplitude internal tides and the strong tidal

velocities over the shallow shelf. The properties of the Kuroshio are strongly controlled by the SCS

waters and by the conditions at the northern boundary where it exits the domain, and the boundaries

are out of equilibrium with the perturbed initial conditions of the Twin experiments. Error for T300m

is reduced in the analyses most strongly in the SCS Loop Current region, in the vicinity of the

mooring observations, and along the eastern boundary (bottom left panel). The error reduction

along the eastern boundary occurs primarily in the first few months of the assimilation as the initial

conditions were not in balance with the boundaries and forcing. The RMS analysis error is higher

than the forecast error in the Kuroshio, along the edge of the SCS shelf, and in the southern SCS.

Twin 2 LF errors are also highest in the northern SCS and the Kuroshio, and are elevated along the

southern and eastern boundaries (1st and 2nd right panels). There is less adjustment at the eastern

boundary in Twin 2, compared to Twin 1 (3rd panels), despite the higher forecast errors. Similar

to Twin 1, the Twin 2 analysis error is reduced in the vicinity of the mooring observations and over

much of the eastern domain. In Twin 2 however, the assimilations result in higher T300m RMS

analysis error in the northern SCS, compared to the forecasts. Both SST and T300m are consistently

cooled in the analysis compared to the forecast in this northern SCS region; the mean adjustment

over all assimilation periods is around 1◦C for SST and 0.6◦C for T300m in this area near the edge

of the shelf. This gives an improvement in the SST fit with the True State with significant reduction

in the SST analyses errors (Figure 4.21, bottom right panel), however the T300m errors are increased

in the analyses. There are many more SST observations than subsurface temperature observations

in this region, where subsurface observations are particularly sparse, so SST dominates the cost
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function. Adjustments in Twin 1 are not biased, with mean upper ocean temperature adjustments

close to zero in this region. This is because Twin 1 captures the tidal dynamics that result in cooling

of the upper ocean in the SCS and Kuroshio regions in the True State ocean, as discussed in Section

4.4.6 below. The incremental adjustments made in the analyses are examined in more detail in

Section 4.5.

We examine the errors in the LF subsurface temperature estimates over the year-long

assimilation by comparing daily-averaged temperature cross-sections through time for Twin 1 and

Twin 2 analyses and forecasts. The RMS errors for the daily-averaged temperature cross sections are

shown in Figure 4.24. The top panel shows the RMS error over a cross section through 21◦N, from

120◦E to 122.5◦E, over all depths. The second panel shows the RMS errors over a cross section

through 23◦N, from 121◦E to 124◦E, for the upper 800m. The third and forth panels show errors

across 124◦E and 129◦E, respectively, from 17◦N to 24◦N for the upper 800m. The cross section

locations are shown by the yellow lines on the third left panel of Figure 4.23. Daily averages

are taken so as to only capture the low frequency dynamics and remove errors due to internal tide

induced isotherm displacements. The increased errors for the 21◦N and 23 ◦N cross sections in Twin

2 correspond to the poor SSH and SST estimates and predictions in summer and fall in the Kuroshio

and SCS regions (Figures 4.20 and 4.22, respectively), related to the absence of tidal mixing in this

model (refer to Section 4.4.6 for discussion). For the cross sections in the Philippine Sea deep basin,

through 124◦E and 129◦E, Twin 1 has lower errors in low frequency temperature in the upper 800m

over most of the year compared to Twin 2.
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Figure 4.23. Spatial plots of the RMS Forecast - True State (the Forecast error), RMS Analysis -
True State (the Analysis error), RMS Forecast - Analysis and RMS Forecast error - RMS Analysis
error for LF components of temperature at 300m for Twin 1 (left panels) and Twin 2 (right panels).
Yellow lines on the third left panel show the cross sections used for Figure 4.24.
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Figure 4.24. RMS Forecast error and RMS Analysis error for daily-averaged temperature cross-
sections through 21◦N (120-122.5◦E, all depths), 23◦N (121-124◦E, upper 800m), 124◦E (17-12◦N,
upper 800m), and 129◦E (17-24◦N, upper 800m). Cross-section locations are shown in the third left
panel of Figure 4.23.
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T300m errors at IF are relatively small (0.05-0.25◦C) in both Twin 1 and Twin 2 analyses

and forecasts across the domain, with the highest errors over the southern portion of the domain

(Figure 4.25, 1st and 2nd panels). For both experiments, the analysis errors are higher than the

forecast errors for IF over much of the domain, particularly for Twin 2 (Figure 4.25, bottom panels).

In the analyses, energy is introduced at inertial frequencies when the increment adjustments are

made (refer to Section 4.4.5 below). This is most pronounced over the SCS, Luzon Strait and

Kuroshio regions where the greatest adjustments take place to correct the model forecasts. In the

SCS and Luzon Strait regions for Twin 2 the RMS error is increased by about 0.02◦C, or about 20%,

in the analysis compared to the forecast. This is a small error increase relative to the LF and HF

errors.

The T300m errors at HF for Twin 2 (Figure 4.26, 1st and 2nd right panels) represent the

RMS temperature fluctuations at 300m due to the internal tides in the True State, as Twin 2 does not

resolve the internal tides. The greatest errors correspond to the internal tide flux beams propagating

northwestward into the SCS, the two eastward beams propagating into the Philippine Sea from the

Luzon Strait (Figure 3.8a), and the internal tides from the Mariana Arc (as seen in Figure 2.4 for the

Outer domain). There are very little changes to the HF T300m between the forecasts and the analyses

for Twin 2 as expected without tidal dynmaics. In Twin 1, estimates of the isotherm displacement

near the Luzon Strait are much closer to the True State. The M2 baroclinic energy fluxes in the

westward beam, and in the northern and southern eastward beams for Twin 1 are compared to

the True State fluxes in Figure 4.27. The zonal energy fluxes are integrated across the meridional

sections shown by the black lines in Figure 4.26, 3rd left panel, to capture the dominant flux beams

in Figure 3.8a. The fluxes are computed for 3.5 day periods, giving two data points for each of the 51

assimilation windows. The grey shaded area around the True State flux line represents the standard

deviation in the fluxes over the year. An initial adjustment period of 1-2 months is seen in all three

plots, over which the stratification over the generation site adjusts to better match the True State and

the flux predictions become closer to the True State. After this initial period, the flux into the SCS

is reasonably well represented in the Twin 1 assimilation (top panel). The north-eastern flux is also

well predicted in the assimilation (middle panel), while the southern eastward flux is more poorly

represented (bottom panel). The internal tide generation over the eastern slope of the eastern ridge,

from which this southern eastward flux emanates, was found to be the most sensitive to changes

in the pressure perturbation at the ocean bottom, compared to the other regions of the generation

site (refer to Figure 3.7c in Section 3.3.2), therefore higher errors in flux estimates are expected.

The remotely generated internal tides from the Mariana Arc were also found to have the greatest

123



 
T1

T2

T3
T4

T5 DVLA

T1

T2

T3
T4

T5 DVLA

RM
S 

F 
er

ro
r -

 R
M

S 
A 

er
ro

r
   

   
   

   
   

  (
de

gC
) 

 

  

  

 

 

 

 

RM
S 

A 
- T

 (d
eg

C)
RM

S 
F 

- A
 (d

eg
C)

RM
S 

F 
- T

 (d
eg

C)

Figure 4.25. Spatial plots of the RMS Forecast - True State (the Forecast error), RMS Analysis -
True State (the Analysis error), RMS Forecast - Analysis and RMS Forecast error - RMS Analysis
error for IF components of temperature at 300m for Twin 1 (left panels) and Twin 2 (right panels).

influence on generation variability over this generation slope region. These remote waves are not

accurately predicted as we do not assimilate in the Outer model. The greatest reduction in error

in the Twin 1 HF T300m analyses occurs in the north-eastern beam propagating into the Philippine

Sea, while there is little adjustment made to the southern eastward beam or the westward beam

in the analyses (Figure 4.26, 3rd and bottom left panels). The improvement in the north-eastward

beam is attributed to improved representation of the low frequency mesoscale field in this region.

Errors in the southern portion of the domain remain relatively high in Twin 1. This is the region
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most influenced by internal tides from the Mariana Arc, which are imposed at the boundaries of the

Inner domain from the free-running Outer model. Without assimilation to constrain the mesoscale

field that influences the generation and propagation of internal tides from the Mariana Arc, it is no

surprise that our errors are higher here.
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error for HF components of temperature at 300m for Twin 1 (left panels) and Twin 2 (right panels).
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Figure 4.27. M2 baroclinic energy fluxes integrated across the sections shown by the black lines in
Figure 4.26 (3rd left panel), corresponding to the dominant beams seen in Figure 3.8a. The fluxes
are calculated every 3.5 days from the True State, Twin 1 forecast and Twin 1 analysis. The grey
shaded area shows the standard deviation in the True State fluxes over the year.
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4.4.5 Circulation Energetics

In Sections 4.4.2-4.4.4 above we examined various metrics separated into low frequency,

intermediate frequency and high frequency bands. We saw that including the tides, or not, in our

model had a significant impact on the predictability of the low frequency (mesoscale) ocean circula-

tion. High frequency energy was absent in Twin 2 without tidal forcing. At intermediate frequencies,

which includes the inertial frequency range, the subsurface temperature analysis errors exceeded the

forecast errors for both Twin 1 and Twin 2. Examining the kinetic energy in frequency space for the

surface and 300m (Figure 4.28) we see that the assimilation experiments Twin 1 and Twin 2 have

elevated energy in the inertial frequency range compared to the True State at both depths presented.

This inertial energy is associated with ageostrophic imbalances in the initial conditions from the

assimilation increments. This increased energy due to the assimilation adjustments does not intro-

duce energy near the M2 tidal frequency. Similar increases in energy at inertial frequencies were

observed in IS4D-Var assimilations around Hawaii by Matthews et al. [2012] and they found that

the increased inertial energy had minimal impact on the mesoscale circulation. Analysis presented

in Sections 4.4.2-4.4.4 showed that fluctuations in the inertial frequency range were typically small

compared to tidal fluctuations and fluctuations associated with the low frequency mesoscale flow

for our assimilations.

The energy present at various length scales for the True State can be seen in Figure 4.29,

which presents the meridionally-averaged surface kinetic energy spectra with zonal wave number

for the Philippine Sea basin east of the Luzon Strait. The spectra are calculated daily and time- and

meridonally-averaged. The zonal wave number spectra are presented as the internal tide and eddy

propagation occur primarily in the zonal direction in our domain. The total, low frequency ( > 2

days) and high frequency (< 2 days) spectra are presented. Note that the high frequency component

here is defined as periods less than 2 days (comprising both the intermediate and high frequency

components that were defined in the above sections). The length scales of the Mode-1 and Mode-2

M2 internal tides are shown by the vertical dashed lines and the range of length scales associated

with the Rossby radius of deformation (Rdef ) for the domain’s latitudinal range is shaded in grey.

The highest wave number is limited by the model grid scale. It can be seen that for this region there

is similar energy contained in the low frequency motions and the M2 tides, which dominate the high

frequency motions. Peaks in the high frequency spectra are seen at wave numbers associated with

the Mode-1 and Mode-2 internal tides.
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Figure 4.28. Frequency kinetic energy spectra for the surface and 300m depth, with the inertial
frequency range for the domain (latitudes 16◦N to 25◦N) shown by grey shaded region.

Figure 4.30 shows comparisons of the total, high frequency and low frequency spectra for

the True State, Twin 1 and Twin 2. The Twin 1 total and high frequency spectra match the True State

well. As expected, Twin 2 has lower surface kinetic energy in the high frequency range over the

entire wavenumber range. The low frequency spectra, representing the mesoscale flows, for both

Twin 1 and Twin 2 match the True State very well. The best-fit slope of -2.55 over the mesoscale

wavenumber band (corresponding to length scales of 70-250km) discussed in Xu and Fu [2011] is

shown on this plot. This slope is between the -5/3 and -3 spectral slopes which imply surface quasi-

geostophic and quais-geostrophic dynamics, respectively. This match of the low frequency kinetic

energy spectra for Twin 1 and Twin 2 implies that the tides are not affecting the mean low frequency
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energetics in the Philippine Sea basin. Figure 4.31 presents the low frequency kinetic energy with

depth spatially-averaged over the region of elevated mesoscale variability in the Philippine Sea,

shown by the box in Figure 4.19. The kinetic energy profiles are calculated for each of the 51, 7-day

assimilation windows. The left panel of Figure 4.31 shows the time-mean profiles, and the right

panel shows the RMS error for the 51 spatially-averaged Twin 1 and Twin 2 profiles compared to

the True State. Again, the time-mean low frequency energetics match very well for both Twin 1and

Twin 2, but the RMS errors are greater for Twin 2. This shows that the low frequency dynamics are

not significantly affected by the tides in our simulations; however, the predictions of the temporal

evolution of the low frequency dynamics are worse when the tides are not included. The mechanisms

for this are discussed in the following section.
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Figure 4.29. Zonal wavenumber surface kinetic energy spectra for True State across the Philippine
Sea basin, for total, low frequency ( > 2 days) and high frequency (< 2 days) components.
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Figure 4.30. Comparison of True State, Twin 1 and Twin 2 zonal wavenumber surface kinetic
energy spectra across the Philippine Sea basin for total (top panel), high frequency (<2 days, middle
panel) and low frequency (>2 days, bottom panel) components. The spectral slope is shown on the
low frequency spectra for the 70-250km mesoscale range with the -5/3 and -3 slopes shown for
comparison.
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energy profiles over the Phil. area (Figure 4.19) for the 51 assimilation windows.

4.4.6 Mechanisms for degraded subtidal estimates in model without tides

In Sections 4.4.2-4.4.4 we saw that estimates and prediction of SSH and surface and

subsurface temperature were significantly worse in the SCS and Kuroshio regions when tides were

not included in the simulation (Twin 2). This comes about because tidally-induced mixing is an

important dynamic that controls the temperature of the upper ocean in these regions, causing cooling

of the surface waters as the cooler, deep waters are mixed with the warmer, surface waters. This is

illustrated in Figure 4.32 which shows the temperature bias between our free-running forward model

for 2010 with M2 tides (the True State) and our forward model without tides. The model with tides is

seen to have significantly cooler surface temperatures over the shallow SCS shelf and the Kuroshio

region (top panel). Full-column mixing occurs on the shallow shelf when the tides are included

and advection off of the shelf of these cooler, well-mixed waters, into the SCS results in cooler

subsurface temperatures in the region directly west of the Luzon Strait to the south of the shelf, as

seen by the biases at 150m and 300m depths in Figure 4.32. Vertical mixing induced by dissipation

of the large amplitude internal tides may also play a role in the SCS. The Kuroshio is also cooler at
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these depths in the model with tides. Direct tidal mixing in the Kuroshio is likely to be much less

significant than in the SCS as the internal tides generated here are much weaker (Figure 2.4) and

there is no direct advection from a shallow shelf as in the SCS. Rainville and Pinkel [2004] observed

enhanced mixing in the Kuroshio and between the Kuroshio front and the shelf break at around 30
◦N, which they attribute to trapping of internal waves due to the strong geostrophic vorticity. Inertial

periods of ∼24 hours are altered by positive vorticity associated with the Kuroshio front to give an

effective inertial frequency reaching 2f , potentially preventing the seaward propagation of diurnal

and semidiurnal internal tides generated on the shelf slope shoreward of the Kuroshio in their study

region. The inertial period is between 32-37 hours for our region and due to the positive and negative

vorticity associated with the mesoscale currents in the model, the effective vorticity (feff ) yields

inertial periods in the range 24-60 hours. The positive vorticities are not large enough to increase

feff to greater than the M2 frequency so no trapping of the semidiurnal tides is likely to occur in

our model. Rather than direct tidal mixing in the Kuroshio, advection of the cooler SCS waters may

play a more important role. We performed an adjoint sensitivity study to examine the sensitivity

of SST in the Kuroshio and found that this metric is sensitive to upper ocean temperature in the

SCS. This is consistent with Chen [2005] and Mensah et al. [2014] which demonstrate significant

modification of the Kuroshio Tropical Water at the Luzon Strait and suggest that this is due to mixing

of the Kuroshio and South China Sea Tropical Water on the Kuroshio’s western side in this region.

Through this connection between the two water masses, the SCS waters that are cooled due to tidal

mixing would feed into the Kuroshio resulting is cooler Kuroshio waters. The dissipation of internal

tides is likely to play a key role in the mixing of these water masses in the Luzon Strait. By not

capturing this key dynamic of tidal mixing, that cools the upper ocean in the SCS and potentially

contributes to horizontal mixing between the SCS and Kuroshio, we achieve poor predictions of

subsurface temperature in the SCS and Kuroshio regions in Twin 2.
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Figure 4.32. Time-mean temperature from forward nonlinear model with M2 tides minus time-mean
temperature from forward nonlinear model without tides for 2010, for SST, temperature at 150m
and temperature at 300m.
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In Section 4.4.5, the tides were not seen to impact the time-mean mesoscale dynamics

in the Philippine Sea deep basin; however, including the tides in our model provided significant

improvement in the estimates of the temporal evolution of the low frequency (mesoscale) ocean

circulation. Twin 1 provided superior estimates and predictions of the metrics examined in Sections

4.4.2-4.4.4 across the Philippine Sea basin. Not resolving the internal tides in Twin 2 reduces the

value of subsurface observations, particularly about the thermocline, as we must specify large error

bars about the observations. The error bars must account for the vertical displacements associated

with the internal tides that are sampled by the observations but not captured by the model. SSH

observations in Twin 2 also have higher prior errors due to the unresolved internal tide surface

expression, and SSH predictions are worse in Twin 2 than in Twin 1. SSH is strongly correlated to

the thermal structure of the upper ocean as was shown by Goni et al. [1996] and verified for this

study as illustrated in Figure 4.33. A simple regression of SSH and the depth of the 17◦C isotherm

(which has a mean depth of approximately 300m) from Twin 2 for all grid cells with depths greater

than 1000m shows a linear relationship with an r2 value of 0.71. Both the SSH and the subsurface

temperature are less constrained to observations in Twin 2, and these variables are dynamically

connected. This results in greater forecast and analysis errors for SSH and surface and subsurface

temperature in Twin 2 over the deep Philippine Sea basin. These degraded estimates come about

as there is greater uncertainty in both the SSH and the subsurface temperature observations when

the internal tides are not resolved. It should be noted that, by applying the lower errors to Twin

1 observations, as discussed in Section 4.2.5, we assume that we are reducing the observational

uncertainty by making good estimates of the internal tides. It was shown in Figure 4.27 that our

estimates of the westward flux into the SCS and the north-eastward flux into the Philippine Sea are

very good, with higher errors for the south-eastern beam into the Philippine Sea. The higher errors

are attributed to the influence of internal tides from the Mariana Arc, which are generated in the

Outer domain without state estimation to constrain the mesoscale field.

4.4.7 Predictive Skill over the 7-day Forecast Windows

In Sections 4.4.2, 4.4.3 and 4.4.4, we examined the spatial distribution of the RMS fore-

cast and analysis errors for three metrics; SSH, SST and T300m, over the year-long assimilation

experiments. We also presented time-series of spatially-averaged RMS errors, computed for each

of the 51 assimilation windows, to examine the temporal variability of the SSH and SST errors in

three chosen regions of interest (Phil., Kur., and SCS, Figure 4.19). In this Section we examine the

evolution of the errors over the short-range, 7-day forecast windows. The difference between the
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Figure 4.33. Regression of SSH and the depth of the 17◦C isotherm for Twin 2 for grid cells with
depths greater than 1000m.

forecast and the True State (forecast error) is computed in model space for 3-hourly model output

from Twin 1 and Twin 2, and the spatially-averaged RMS error is computed for the Phil., Kur. and

SCS regions. The model forecast error is compared to the error achieved when forecasts are made

assuming persistence (i.e. no change in the ocean state). As in the results presented in the above

Sections, the SSH and T300m outputs are separated into LF, IF and HF bands.

We begin by examining the SSH. Spatially-averaged RMS errors from the model forecast

and persistence for Twin 1 and Twin 2 over each 7-day assimilation window are computed. The first

2 weeks are discarded as particularly large adjustments occur during this period in the Twin experi-

ments, and the average of the remaining 49 windows is presented in Figure 4.34 for total SSH, and

the LF, IF and HF components. The first and last days are excluded for the filtered components, as

discussed in Section 4.4.2. The RMS anomalies are shown by the grey lines. Tidal SSH predica-

tions from TPXO7.1 were subtracted from the Twin 1 initial conditions for use in prediction based

on persistence. Likewise, TPXO7.1 was subtracted from the True State for comparison with Twin

2 predictions. Twin 1 gives significantly better SSH predictions for the three regions than Twin 2.

LF forecast errors in the Philippine Sea area are about 3cm for Twin 1 and increase only slightly

to about 4cm at the end of the assimilation window. Twin 2 errors are higher at 6-7cm but remain
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well below the RMS anomaly for the region. In the Kuroshio and SCS however, Twin 2 LF SSH

predictions are very poor with errors exceeding the anomalies, as was seen in Section 4.4.2. Er-

rors at IF are an order of magnitude smaller than the LF and HF errors. At HF, persistence based

on Twin 1 gives errors of the order of the internal tide surface expression that fluctuate at the tidal

frequency. The Twin 1 model provides HF SSH predictions well below the RMS anomalies for all

three regions, while Twin 2 is of no value in predicting HF SSH with errors equal to the anomalies.

The Twin 1 errors at HF remain fairly constant over the 7 days.

A useful measure of the predictive skill of a forecast model is the Skill score, defined as

Skill = 1− (RMSFcstError)/RMSanomaly), (4.4.1)

as it provides a simple representation of the forecast errors of a particular metric with

respect to the metric’s typical variability. The mean Skill scores over the 7-day windows for total

SSH are shown in Figure 4.35. A score of 1 represents a perfect forecast, and a negative score

indicates that the RMS forecast errors are greater than the RMS anomaly.

RMS total SST errors and Skill scores are shown in Figures 4.36 and 4.37 respectively,

again excluding the first 2 weeks and averaging over the remaining 49 windows. The anomalies

presented for SST are the RMS of the four RMS seasonal anomalies, rather than the RMS anomalies

over the entire year. Forecasts in the Phil. region are only slightly better for Twin 1 compared to

Twin 2, and are well below the anomaly value. In the SCS, Twin 1 has errors of about 0.2◦C less than

Twin 2, again both below the anomaly. Twin 1 provides significantly better SST forecasts in the Kur.

region, where Twin 2 provides forecasts that are worse than persistence on average. The persistence

forecasts for SST do not capture the diurnal heating and cooling of the sea surface, resulting in

diurnal fluctuations in the errors.

For the depth of 300m, the errors in the temperature predictions are presented in Figure

4.38 for the total T300m and the LF, IF and HF components. The annual anomalies are shown in

grey, and the corresponding total Skill scores are shown in Figure 4.39. The LF predictions are

better in Twin 1. In the Phil. and Kur. regions, the Twin 1 forecast errors are below the anomalies

and remain fairly constant over the forecast window, while the persistence errors increases over

time, indicating that the temporal evolution of the subsurface temperature is well represented in the

model. In the SCS, the LF T300m forecasts are poor, particularly for Twin 2. IF errors are small and

are close to or exceed the anomaly. The IF band primarily represents energy introduced through

adjustments made in the analysis; errors in this band are greater for Twin 1 than Twin 2 for all three

areas. At HF, Twin 1 provides errors below the anomaly that grow only slightly over the forecast
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window, while Twin 2 provides no valuable prediction at HF. Errors based on persistence from Twin

1 are indicative of the temperature fluctuations due to the internal tides.

Overall, Twin 1 provides significantly better forecasts than Twin 2 for SSH, SST and

T300m. For the low frequency dynamics, this is primarily due to improved state estimates. The

mean error growth for the low frequency circulation over the 7-day windows is small and similar for

both Twin 1 and Twin 2 for the three metrics considered. The temporal evolution of low frequency,

mesoscale features, is well captured by the Twin 1 and Twin 2 models, shown by the slower growth

of the forecast errors as compared to persistence. This is expected due to the short prediction

window (7-days) compared to the typical timescales of mesoscale variability of 30-100 days. The

predictability on longer timescales is not addressed in this study. In general, the errors at the tidal

frequency remain fairly constant over the 7-day window for both SSH and T300m for Twin 1 as

the internal tides do not change significantly over this timescale. Twin 2 provides no valuable

predictions in the high frequency band, as expected. Errors in the intermediate frequency band are

typically an order of magnitude smaller than the high and low frequency bands.
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Figure 4.34. Root-mean squared SSH error relative to the True State for each day of the 7-day
forecast windows for the three areas shown in Figure 4.19. The temporal mean of the last 49
forecast windows and the spatial mean over each area are presented here, calculated as the square-
root of the temporal and spatial mean of the squared RMS. SSH is broken down into low frequency
(LF), intermediate frequency (IF) and high frequency (HF) components. The grey lines show the
RMS SSH anomaly over the year-long True State simulation with tidal surface elevations predicted
by TPXO7.1 removed. (The last 49 windows are used as the first 2 weeks of the 51 windows are
not included due to large adjustments)
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the last 49 forecast windows and the spatial mean over each area are presented.
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Figure 4.36. Root-mean squared SST error relative to the True State over the 7-day forecast windows
for the three areas shown in Figure 4.19. The temporal mean of the last 49 forecast windows and
the spatial mean over each area are presented here, calculated as the square-root of the temporal and
spatial mean of the squared RMS. The grey lines show the mean RMS seasonal anomalies, which
are the square-root of the mean of the 4 squared seasonal anomalies for the year-long True State
simulation.
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Figure 4.37. Skill scores (higher is better) for total SST over the 7-day forecast windows for the
three areas shown in Figure 4.19, where the skill score is given by Equation 4.4.1. The temporal
mean of the last 49 forecast windows and the spatial mean over each area are presented.
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Figure 4.38. Root-mean squared error for temperature at 300m relative to the True State for the
7-day forecast windows for the three areas shown in Figure 4.19. The temporal mean of the last 49
forecast windows and the spatial mean over each area are presented here, calculated as the square-
root of the temporal and spatial mean of the squared RMS. Temperature at 300m is broken down
into low frequency (LF), intermediate frequency (IF) and high frequency (HF) components. The
RMS temperature anomalies at 300m are written in grey in the top left of each panel and shown by
the grey lines.
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Figure 4.39. Skill scores (higher is better) for total temperature at 300m for the 7-day forecast win-
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4.5 Incremental Changes to Model Initial Conditions, Boundaries and

Forcing

The spatial plots comparing the RMS forecast and analysis errors presented in Sections

4.4.2, 4.4.3 and 4.4.4 allowed us to examine the regions in the domain where the errors were greatest

and where changes were made in the analyses compared to the forecasts, on average over the year.

These changes to the analyses result from adjustments to the initial conditions, boundaries and

forcing, giving a new forward model simulation that provides an improved fit to the observations

over the assimilation window. In the assimilations, we allow the surface forcing to be adjusted

every 12 hours and the boundaries to be adjusted every 3 hours. It should be noted that because we

perform our assimilation on the Inner domain nested within the Outer Twin (refer to Section 4.2.2

and Figure 4.1) we do not have perfect boundaries for the Twin 1 and Twin 2 experiments. Our Twin

experiments do have perfect forcing as we apply the same surface forcing as we do to the True State.

The adjustments are different for every 7-day window, and most of the adjustments to the

initial conditions, boundaries and forcings show little bias. The major exception to this is in Twin 2,

in which a key dynamic of tidal mixing in the SCS and Luzon Strait is missing and the assimilation

is constantly trying to adjust for this, as discussed in Section 4.4.4 and 4.4.6.

To get an overview of the absolute magnitude of adjustments and where they are made, we

present the RMS adjustments over the year for the initial conditions (Figure 4.40), forcings (Figure

4.41) and the SSH and temperature at the boundaries (Figures 4.42 and 4.43 respectively). The first

two weeks are excluded so that the particularly large adjustments made here do not dominant the

RMS adjustments in the Figures. The initial condition adjustments are shown for SSH, SST, T300m,

and the zonal and meridional surface velocity components. SSH adjustments are greater in Twin 1

due to the lower prior observation errors. The largest adjustments occur in the SCS Loop Current

region, and across the deep Philippine Sea basin in the region of high SSH variability. Adjustments

are made in the deep basin in Twin 2 with very little adjustments in the SCS and near the Luzon

Strait due to the high prior errors. The large RMS adjustment in the north-eastern corner for both

experiments is caused by only one assimilation window, beginning May 1st when the JMA CTD

data is assimilated and large adjustments are made. SST adjustments occur mainly along the coasts

for Twin 1 and also on the edge of the SCS shelf in Twin 2 due to the unresolved tidal mixing,

as discussed in Section 4.4.6. Large T300m adjustments also occur in Twin 2 at the shelf edge, as

well as in the Kuroshio. T300m in the initial conditions is adjusted significantly along the southern

boundary for both Twin 1 and Twin 2 and to a lesser extent along the eastern boundary. Adjustments
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of the velocity initial conditions are made across the domain for both experiments, however stronger

adjustments are made to Twin 2 in the SCS, the Loop Current, and the Kuroshio.

Surface heat flux changes (Figure 4.41, top panel) are made mostly on the west coast of

the island of Luzon and the east coast of Taiwan, with more changes made in Twin 2 in the northern

SCS and Kuroshio regions compared to Twin 1. Surface wind stress adjustments (middle and bottom

panels) are applied mostly to the Kuroshio region in both experiments. The most adjustments to the

surface forcings are required in the Kuroshio region, indicating that our model poorly captures the

dynamics in this region for prediction purposes. This region is strongly controlled by the SCS waters

and by the conditions at the northern boundary where it exits the domain that come from the Outer

Twin simulation without assimilation. The RMS SSH boundary adjustments are shown in Figure

4.42. Large SSH adjustments are made in Twin 2 at the northern boundary in the SCS as there are

large differences between the barotropic tidal signal in the True State and TPXO7.1 here, which

is used to remove the barotropic tides from the SSH observations.. Twin 1 adjustments are greater

than Twin 2 over the Philippine Sea northern and southern boundaries, and the eastern boundary,

as the SSH has less constraints due to lower prior errors in Twin 1. At the western boundary, Twin

2 adjustments are greater, again as large adjustments are required to attempt to correct large errors

in the SCS. Subsurface temperature is also adjusted more in Twin 2 at the SCS boundaries (Figure

4.43). The temperature adjustments are made mostly around the thermocline depth, and outside of

the SCS more adjustments are made in Twin 1.
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Figure 4.40. RMS initial condition differences Analysis - Forecast for all 7-day assimilation win-
dows, excluding the first 2 weeks
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Figure 4.41. RMS forcing differences Analysis - Forecast for all 7-day assimilation windows, ex-
cluding the first 2 weeks
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4.6 Discussion

This study has shown that including the tides improves the predictability of the subtidal

circulation significantly across the Philippine Sea, with the most pronounced improvements being

in the SCS and Kuroshio regions. We found that including the tides is particularly important in the

SCS and Kuroshio regions as tidal mixing is a key control of upper ocean temperature in these re-

gions. The assimilation cannot correct for this missing dynamic in the model without tides, resulting

in poor temperature predictions compared to the model with tides. In the Philippine Sea deep basin

the tidal dynamics are not seen to have a significant impact on the time-mean low frequency dy-

namics; however, state estimates and predictions are improved significantly when the internal tides

are resolved due to reduced observational uncertainty. Without the tides, higher prior errors must be

applied to the observations to account for the unresolved internal tides sampled by the observations.

SSH predictions are degraded when tides are not resolved as the unresolved internal tide SSH ex-

pression requires high prior errors, so the SSH is not strongly constrained by the observations. SSH

is highly correlated with the thermal structure of the upper ocean and this dynamic link means that

poor SSH predictions lead to poor temperature predictions. Below the surface, not resolving the

internal tides also reduces the value of subsurface observations, particularly about the thermocline.

The Twin experiments provided a useful method for assessing the circulation predictabil-

ity, allowing us to work in model space given a known True ocean state. Our True State simulation

was shown to provide a consistent representation of the ocean state in terms of mean flow and

variability, such that we are confident that the general results are also true for an actual assimila-

tion study of the region. In developing an assimilation system for reanalysis and forecasting the

Philippine Sea, significant benefit is expected by resolving the tides in the dynamical model.
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Chapter 5

Conclusions

This study makes an important contribution towards understanding how internal tides can

vary, and how they can affect our ability to estimate and predict the ocean. We have used a modeling

approach to examine the interactions between the principal semidiurnal (M2) internal tides and the

atmospherically-forced eddying ocean circulation in the Philippine Sea. The region is bounded by

two significant internal tide generation sites and experiences dynamic mesoscale circulation. This

study has global importance as the Philippine Sea encompasses a large portion of the western North

Pacific Subtropical Gyre, and because the interaction of mesoscale circulation and internal tides

occurs throughout the world’s oceans.

Remotely generated internal tides have been shown to produce changes in local internal

tide generation [Kelly and Nash, 2010, Zilberman et al., 2011, Hall and Carter, 2011, Powell et al.,

2012]; however, the significance of the influence of remotely generated internal tides on local inter-

nal tide generation in the global oceans is not well known. There are few regions in the ocean that

do not contain fluxes of internal tide energy [e.g. Simmons et al., 2004] and this work provides new

insight into the long-distance connections between remotely generated baroclinic energy fluxes and

local barotropic to baroclinic energy conversion sites. Remotely generated internal tides are found

to have a significant influence on model estimates of internal tide energetics at opposing genera-

tion sites in the Philippine Sea, separated by ∼2600 km, by changing the amplitude and phase of

the pressure perturbation at the bottom in a complex, spatially-varying manner [Kerry et al., 2013].

Even in the case of a weak remote flux compared to the flux generated locally, remote effects on

conversion estimates can be significant. In the presence of a strong remotely generated flux, local

conversion and the propagation pattern of the radiating internal tides can be greatly altered. Our

model simulations allow us to show the influence of the arrival of the various modes on local con-

version, with the first three modes influencing conversion at the opposing Philippine Sea generation
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sites for a quiescent ocean. Remote effects were found to depend on both the amount of internal

tide energy reaching the local conversion site and the phase of the internal tides on arrival. The

finding that remotely generated internal tides can significantly affect local conversion is important,

as it provides another mechanism by which the subtidal circulation can influence internal tide gen-

eration in addition to local stratification changes. This work has implications for studies elsewhere,

as global influence on regional conversion may be significant.

The background stratification and currents are known to influence internal tides [e.g.

Chuang and Wang, 1981, Olbers, 1981b, Colosi and Munk, 2006, Park and Watts, 2006, Rainville

and Pinkel, 2006, Chavanne et al., 2010b, Osborne et al., 2011, Buijsman et al., 2012]; however,

the impact of the general ocean circulation, and its associated mesoscale eddy field, on the internal

tide field in the global oceans is a new area of study. We find that the changing background circu-

lation results in significant temporal and spatial variability in internal tide generation, due to both

stratification changes over the generation site and the changing influence of remotely generated in-

ternal tides. The remotely generated waves vary due to both changing generation energy levels and

variability in the propagation from the remote site [Kerry et al., 2014a]. The internal tides propagat-

ing away from their generation site are steered by the varying background circulation [Kerry et al.,

2014a], and their dissipation is enhanced and variable in the presence of the mesoscale eddying

circulation [Kerry et al., 2014b]. Most previous regional, basin-scale or global estimates of internal

tide energetics have assumed horizontally-uniform stratification [e.g. regional studies by Merrifield

and Holloway, 2002, Niwa and Hibiya, 2004, Carter et al., 2008, the Pacific Ocean by Niwa and

Hibiya, 2001, and the global oceans by Simmons et al., 2004]. Arbic et al. [2010] and Shriver et al.

[2012] present an early attempt to model the eddying general circulation and the barotropic and

baroclinic tides in a global model, and examine the impact of horizontally nonuniform stratification

on mean internal tide characteristics. This study [Kerry et al., 2014a,b] provides an estimate of

the impact of the subtidal circulation on internal tide generation, propagation and dissipation, and

the resulting temporal and spatial variability of baroclinic tidal energy in the Philippine Sea region.

This is a step towards understanding the influence of the subtidal circulation on mean internal tide

characteristics and their variability, which is important for improving estimates of the distribution

of mixing in the ocean and interpreting observations of internal tides and turbulence. The spatial

and temporal variability of the internal tides results in changes in the amount of energy available for

mixing and the locations at which this mixing may occur, and has not been previously quantified in

the literature.
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The highly variable, non-deterministic internal tides in this region of dynamic mesoscale

circulation are shown to have a significant impact on our ability to estimate the subtidal circulation.

They are a considerable component of both the surface and subsurface observations and constitute

large unresolved errors if not correctly represented in the circulation model. We find that including

internal tides in our dynamical model provides significantly better state estimates and forecasts of

the low frequency, mesoscale dynamics than if tidal forcing is omitted. In this work, we focus on

short-range (7-day) forecasts and the error growth for the mesoscale predictions is small for both

models (with and without tides) in the deep Philippine Sea basin, due to the short prediction window

compared to the typical timescales of mesoscale variability of 30-100 days. The internal tides are

not found to significantly influence the subtidal dynamics in the model in the deep basin and the

improved predictive skill is primarily due to improved state estimates, as resolving the internal

tides reduces the uncertainty in the observations used for assimilation. The predictability on longer

timescales is not addressed in this study; however, as the mesoscale circulation is highly sensitive

to the initial state, we would expect improved state estimates to provide improved predictions even

over longer forecast periods. In the SCS and the beginning of the Kuroshio, the barotropic and

baroclinic tides are found to have dynamical significance and considering them to be independent

of the subtidal flow results in particularly poor skill in these regions. The tides are dynamically

important as tidal mixing of the entire water column occurs due to barotropic tidal flow over the

shallow shelf in the SCS, and strong internal tides can cause enhanced mixing of water masses

across fronts near the Luzon Strait. The importance of the internal tides in subtidal state estimation

and predictability is an important result as prediction systems for the mesoscale circulation are

typically configured using circulation models that omit tidal forcing. This study shows that in

regions of strong internal tides, significant improvement can be expected by resolving the tides.

In this study, we have focussed on the impact of the principal semidiurnal (M2) internal

tides on state estimation and prediction of the mesoscale circulation. Internal tides generated by the

other major tidal constituents are also expected to be highly variable due to the influence of the sub-

tidal circulation and observations of the region will have higher uncertainty if used for assimilation

into a model that does not resolve the dominant tidal constituents (compared to this study that only

considered M2 in the True State). Jan et al. [2008] estimated similar internal tide generation energy

for the O1, K1 and M2 constituents at the Luzon Strait, and generation energy for S2 of about 13%

of the M2. Given the significant impact of the M2 internal tides in this study, the importance of

resolving all major tidal constituents for a realistic prediction system of the region is clear. Correct

representation of the internal tides in the model is required if we are to reduce observational un-
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certainty; in this study, our model made good estimates of the internal tides generated at the Luzon

Strait given the improved subtidal representation over the generation site with state estimation. The

greatest errors were at the generation region most influenced by remotely generated internal tides,

which were not well represented as they came from outside of the domain that the assimilation was

performed on. Further work is required towards estimation of the observational errors and under-

standing the likely errors in the internal tide estimates in the model is important for specification of

the observational errors for a tide-resolving model.

Understanding the interactions between processes that occur over a wide range of spa-

tial and temporal scales is one of the greatest challenges in oceanography, and much of the kinetic

energy in the ocean is contained in the eddying mesoscale circulation and the internal tides. Inter-

nal tides can travel thousands of kilometers from their generation sites and fill the global oceans,

propagating through the eddying ocean circulation. This study shows the importance of considering

both the remotely generated internal tides and the subtidal dynamics in models to estimate internal

tide energetics, and likewise, highlights the importance of correctly representing the internal tides

when estimating and predicting the subtidal circulation. These interconnections have significance

for prediction in marginal seas and ocean basins around the globe.
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