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ination by a supervised classification model. We found prin-
cipal components analysis to be a useful preprocessing tool,
with the first eigenchannel displaying variation resulting
from bathymetric changes and the second eigenchannel dis-
playing variation associated with substrate change. Including
subaerial sand in our sand class and subaerial nonsand fea-
tures in our other than sand class extended the range of our
neural network from submarine through subaerial environ-
ments.

There is inherent difficulty in creating a classification mod-
el that functions in both environments simultaneously while
producing accurate results. Training and test pixels are cho-
sen by the analyst without the aid of ground truth data; thus,
there exists a potential error for incorrect class identification
and pixel labeling. Care should be taken when choosing the
amount and location of both training and test pixels. Training
groups that are too large, that provide inadequate spatial cov-
erage across the image, or both can lead to a skewed network
favoring one section of the spectral information.

Use of a seeding tool with strict control on tolerance set-
tings is critical for selecting viable training and test groups.
Learning and momentum rates have a significant impact on
network accuracy; thus, increased computing time resulting
from lower rates is considered a worthwhile investment in
network accuracy. Testing is an important step for validating
that the error results were a product not of local error min-
ima but rather of the global error minimum and are repre-
sentative of the entire image and not just the training pixels.

ANN classification techniques in this application will re-
quire new models for each data set, or digital image. Our
study indicates that ANN classification, when applied to a
single image, is an effective and efficient sand identification
tool. Figure 4 shows the classified image with the areas cho-
sen as sand left visible. However, because of the robust na-
ture of this model when applied to simple distinctions, it may
be used to classify several different data sets that cover a
continuous area of both submarine and subaerial environ-
ments. Testing this application should be the next step in
identifying an efficient and accurate method for initial sand
resource identification from spectrally limited but readily
available digitized aerial photographs and digital imagery.
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