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Table 1. Confusion matrix for the training pixels.
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Table 2. Confusion matrix for the hst pixels.

Training Set Classes

Other Total
Thematic Map Than Identified User's

Classes Sand Sand Pixels Accuracy

Sand 59,835 397 60,232 99.34%
Other Than Sand 1488 51,120 52,608 97.17%
Total Training Class Pixels 61,323 51,517
Producer~Accuracy 97.57% 99.23%

Normalized total error 0.0039607
Maximum individual error 1.6830440
Total learning cycles 1222

Testing

ANN testing, an empirical testing method, is accomplished
by choosing test sets of pixels for each class (ZHANG, 1996).
Test pixel sets must not overlap training pixel sets (KUMAR
et aI., 1997). Using the pixel seeding tool with strict toleranc­
es between one and fOUT allowed us to select many small,
similar packages of pixels for testing. Again, initial seed pixel
selection requires an experienced marine geologist, as they
are chosen according to color and location within the image.
Figure 1 shows the test pixels. Yellow areas are sand test
pixels, and magenta areas are other than sand test pixels.
The trained ANN is exported to the test sets of pixels, and
their success rates for properly classifying the known pixels
are recorded within a confusion matrix (Table 2). This success
rate, when combined with both the statistics produced from
the training process error analysis and an analyst-computed
confusion matrix (Table 1), allows the analyst to assess the
overall performance of the ANN. Our test set for sand com­
prised 6222 pixels, or 10.15% the volume of the training class.
Our test set for other than sand comprised 6107 pixels, or
11.85% the volume of the training class.

Application

Once the network was trained, tested, and determined to
be viable, it was exported to the entire image. The image was
masked to remove all areas were the sea floor or subaerial
environment was not visible. Figure 1 shows the mask; it is
the blue area around the outside of the island and its reefs.
Total pixel count for the classified image is 9,174,405. Each
pixel in the unmasked region was passed through the net­
work individually and labeled as either sand or other than
sand.

RESULTS AND DISCUSSION

Results for creating the neural network from the training
classes are displayed in Table 1 as a confusion matrix. Con­
fusion matrices have two important outputs: the producer's
accuracy and the user's accuracy. The producer's accuracy
shows the percent of the training pixels for a class that were
properly identified as that class. The user's accuracy shows
the percent of pixels identified as a class that was actually
from that training class. The user's accuracy is most useful
because it is a way of quantifying how well the network iden-

Test Set Classes

Total
Thematic Map Other Than Identified User's

Classes Sand Sand Pixels Accuracy

Sand 5881 4 5885 99.93%
Other Than Sand 341 6103 6444 94.71%
Total Testing Class

Pixels 6222 6107
Producer's Accuracy 94.52% 99.93%

tified the pixels it was presented (RICHARDS and JlA, 1999).
User's accuracy for the sand at 99.34% and other than sand
at 97.17% was sufficient to warrant testing the network.

The network required 1222 learning cycles to fall beneath
the limit for normalized total error. The tolerance was in­
creased from 0.001 to 0.005 after the first 1000 learning cy­
cles. The final normalized total error was 0.0039607, and the
final maximum individual error was 1.6830440, as seen in
Table 1. Analysis of incorrectly identified pixels in each class
indicates that margins between bright, hard-bottom sub­
strate and sand, in shallow water, are repeatedly misclassi­
fied as hard bottom. Additionally, dark material, possibly
rubble or algae-covered sand, within sand fields are repeat­
edly misclassified as sand. Pixels for each training class are
displayed in blue us. green spectral space in Figure 2. The
green pixels, those misclassified in both classes, are overlap­
ping in the margin between the two classes.

Results from sending test pixels through the network are
displayed in Table 2 as a confusion matrix. Pixels for each
test class are displayed in blue us. green spectral space in
Figure 3. There are differences in the accuracies reported for
the training and test statistics. We believe these differences
are the result of both normal variation ofthe image's spectral
characteristics and analyst error associated with pixel selec­
tion. Using small percentages of the classified image to create
and test the classification model allows for some skewness to
the results due to analyst error. However, high accuracies
calculated within the confusion matrices of both training and
test sets, though different, indicate a valid classification mod­
el that is ready to export to the image.

Finally, the masked image (Figure 1) was passed through
the neural network as individual pixels, and the result was
a classified image (Figure 4). Final image classification yields
class distributions of 53.78% sand and 46.22% other than
sand. Each pixel is approximately 1 m2; thus, the approxi­
mate areal coverage of sand is 2221 m2 , and other than sand
is 2059 m'.

CONCLUSION

The ANN approach to image classification in shallow ma­
rine and subaerial coastal environments is particularly useful
when attempting to segment the data into two broad infor­
mation classes. Limited initial data consisting of red, green,
and blue channels does not provide enough information to
compare with hyper/multispectral signature libraries and re­
quires some preclassification processing to assist in discrim-
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ination by a supervised classification modeL We found prin­
cipal components analysis to be a useful preprocessing tool,
with the first eigenchannel displaying variation resulting
from bathymetric changes and the second eigenchannel dis­
playing variation associated with substrate change. Including
subaerial sand in our sand class and subaerial nonsand fea­
tures in our other than sand class extended the range of our
neural network from submarine through subaerial environ­
ments.

There is inherent difficulty in creating a classification mod­
el that functions in both environments simultaneously while
producing accurate results. Training and test pixels are cho­
sen by the analyst without the aid of ground truth data; thus,
there exists a potential error for incorrect class identification
and pixel labeling. Care should be taken when choosing the
amount and location ofboth training and test pixels. Training
groups that are too large, that provide inadequate spatial cov­
erage across the image, or both can lead to a skewed network
favoring one section of the spectral information.

Use of a seeding tool with strict control on tolerance set­
tings is critical for selecting viable training and test groups.
Learning and momentum rates have a significant impact on
network accuracy; thus, increased computing time resulting
from lower rates is considered a worthwhile investment in
network accuracy. Testing is an important step for validating
that the error results were a product not of local error min­
ima but rather of the global error minimum and are repre­
sentative of the entire image and not just the training pixels.

ANN classification techniques in this application will re­
quire new models for each data set, or digital image. Our
study indicates that ANN classification, when applied to a
single image, is an effective and efficient sand identification
tool. Figure 4 shows the classified image with the areas cho~

sen as sand left visible. However, because of the robust na~

ture of this model when applied to simple distinctions, it may
be used to classify several different data sets that cover a
continuous area of both submarine and subaerial environ­
ments. Testing this application should be the next step in
identifying an efficient and accurate method for initial sand
resource identification from spectrally limited but readily
available digitized aerial photographs and digital imagery.
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