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ABSTRACT: Model performance and uncertainty have been assessed using simulations of the climate in the 20th century
based on the 21 models of the Intergovernmental Panel on Climate Change’s Fourth Assessment Report (IPCC AR4) and
NCEP/NCAR reanalysis data. To evaluate the fidelity and reliability of the simulations of East Asian climate change,
the following approaches are compared to assess the uncertainty of East Asian monsoon and climate projection in
conjunction with global warming: Taylor diagrams using correlation and standard deviation of model results over East
Asia (100◦E–150◦E, 20◦N–45◦N), signal-to-noise ratio (SNR), and principal-mode comparison identified by empirical
orthogonal function (EOF) analysis. On the basis of the Taylor diagram and SNR results, good performance models with
statistically high fidelity produce higher values of warming over East Asia and an enhancement of the northwest–southeast
temperature gradient between the land and ocean. This enhanced temperature gradient may strengthen the East Asian
summer monsoon flow, resulting in a greater increase in precipitation along the East Asian summer rain band on the
continental side of East Asia. However, the good performance models as determined by the principal-mode comparison
produce lower values of warming over the East Asia region during winter; these values are clearly different from the
corresponding values obtained from the Taylor diagram and SNR approaches. These results suggest that the models that
give priority to the signal associated with the first leading mode of EOF or the principal mode may predict less warming
than other models. The models that predict an El Niño-like state in response to greenhouse warming produce less warming
over East Asia, corresponding to the results of the principal-mode comparison. Copyright  2013 Royal Meteorological
Society
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1. Introduction

Climate models play important roles in the study of the
dynamics of the earth’s climate system by simulating
present and past climates and predicting future climate
changes in response to an increase in CO2 levels (Reich-
ler and Kim, 2008). A number of modelling centres
around the world have performed climate simulations and
projections to better understand climate change, partic-
ularly in support of the Fourth Assessment Report of
the Intergovernmental Panel on Climate Change (IPCC
AR4). To date, about 22 coupled global climate models
(CGCMs) have been included in a coordinated model
intercomparison targeted by the IPCC AR4 to assess
future climate changes and anthropogenic contributions
to global warming. Although there is a general consen-
sus that climate models provide quantitatively credible
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estimates of future climate change, significant intermodel
variability is still found in the uncertainty associated
with detecting the footprint of anthropogenic warming
on regional to global scales, likely as a result of widely
differing model configurations and physical parameteri-
zations (IPCC, 2007). IPCC (2007) also pointed out that
significant uncertainties are associated with the repre-
sentation of clouds and the resulting cloud responses to
climate change, leading to large discrepancies in future
climate projections between models, particularly on a
regional scale (Schaller et al ., 2011).

Several statistical approaches have been proposed to
extract the potential predictability of climate models
on the bases of their uncertainty. Relative entropy, for
example, has been considered frequently in previous stud-
ies (Kullback, 1959; Cover and Thomas, 1991; Klee-
man, 2002; DelSole, 2004; Tippett et al ., 2004; Del-
sole and Tippett, 2007). Recently, Shukla et al . (2006)
evaluated the relative entropy of surface air temperature
from 100-year simulations. They found that climate mod-
els exhibiting higher fidelity in simulating the present
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climate produce more pronounced global warming.
Reichler and Kim (2008) evaluated model performance
using the model performance index, which is defined
as the aggregate of errors in the simulation of the
observed climatological mean states of climate variables;
this includes eight variables in the atmosphere and six
variables in the ocean. Taylor (2001) and Boer and Lam-
bert (2001) characterized the reliability of models with
the aid of conventional statistical moments including
root mean square error (RMSE), correlation, and vari-
ance ratio (standard deviation). Using similar parame-
ters, Gleckler et al . (2008) analysed a number of cli-
mate variables, including 18 atmospheric variables and 5
oceanic variables, simulated by 22 climate models. They
showed that model performance is sensitive to observa-
tional uncertainty, spatial scale, and the domain consid-
ered (e.g. tropics vs extratropics).

The signal-to-noise ratio (SNR) is another statistical
measure used frequently to assess model performance
and has the merit of being able to identify the robust-
ness of predicted trend signals. Considerable work has
been conducted with the SNR to calculate the potential
predictability of climate on seasonal to interannual and
decadal timescales (Zwiers and von Storch, 2004, and
references cited therein). Yeh and Kirtman (2006) uti-
lized the SNR to demonstrate the characteristics of the
signal versus the noise for sea surface temperature (SST)
variability. Labraga (2005) assessed variations in the sim-
ulation skill of a climate model using statistical measures
and SNR distribution. Tang et al . (2008) used the SNR to
define the potential predictability of the ensemble climate
predictions of the El Niño–Southern Oscillation (ENSO)
and the Arctic Oscillation. In addition to the abovemen-
tioned statistical approaches, the empirical orthogonal
function (EOF) yields information about the dominant
modes of variability, from which a more balanced view
can be provided of the significance of changes in model
predictions across multiple fields, seasons, and regions
(Mu et al ., 2004).

Shukla et al . (2006) argued that climate models pro-
ducing better simulations of the present climate should be
considered to be more credible in projecting future cli-
mate change. Furthermore, a multimodel ensemble usu-
ally yields better performance than any single model
(Lambert and Boer, 2001; Gleckler et al ., 2008). Thus,
it is plausible to argue that a group of climate mod-
els with small uncertainty should be more reliable in
projecting future climate change. Moreover, the evalua-
tion of climate model performance may depend upon the
choice of methods and the variables examined. Despite
the importance of uncertainty assessment in future cli-
mate prediction using CGCMs, there is a lack of research
evaluating the fidelity and reliability of the simulations
of East Asian climate change.

Here, our main purpose is to evaluate the performance
of current climate models using various approaches and
to determine a good model (GM) group with small uncer-
tainty relevant to the projection of future climate change
over East Asia. To this end, the fidelity and reliability of

the present climate simulation must be assessed before
future climate prediction. We first investigate the reality
of present climate simulations by comparing them with
observations using the Taylor diagram (Taylor, 2001).
Second, the SNR is calculated from present climate simu-
lations to examine the potential predictability. Finally, we
assess the realism of the simulated leading EOF modes
to evaluate model performance from a dynamical point
of view. Emphasis is placed on addressing the differ-
ing (and/or common) aspects of future climate changes
arising from the choice of GMs, with a particular focus
on the contrast between the statistical and dynamical
perspectives. The assessment of uncertainty in the East
Asian climate simulations will provide valuable informa-
tion for future climate change over the region of interest,
especially for the application of statistical or dynamical
downscaling.

The next section briefly describes the data and models
used in this study. Section 3 introduces several method-
ologies designed to measure the uncertainty, perfor-
mance, and predictability of CGCMs. Section 4 presents
the results of uncertainty assessments and ensemble
predictions of various GMs, which are determined by
the three different methods. Finally, a summary and
discussion are presented in Section 5.

2. Models and validation datasets

The evaluation of model performance is based on the
fidelity of the 20th century coupled climate model
(20C3M) simulations from 21 IPCC AR4 CGCMs
over a period covering 50 years from 1950 to 1999
(the data are defined at the URL http://www-pcmdi.
llnl.gov/ipcc/standard_output.html). Table I summarizes
the models (for model descriptions, see also the URL
http://www.pcmdi.llnl.gov/ipcc/model_documentation/
ipcc_model_documentation.php). Monthly mean data
including air temperature at 925 hPa, precipitation, and
skin temperature are used.

Over East Asia, the East Asian monsoon is charac-
terized by a distinct seasonal reversal of monsoon flow
driven by temperature differences between the Pacific
Ocean and the East Asian continent. Because of this dis-
tinct difference, the annual cycle of the East Asian mon-
soon can be divided into warm, wet summer and cold, dry
winter monsoons (Ha et al ., 2012). At this point, we focus
on the uncertainty assessment for changes associated with
the East Asian monsoon, such as those of winter (Jan-
uary to March, JFM) air temperature and summer (June
to August, JJA) precipitation. We used JFM as the north-
ern winter (late winter) for convenience of calculation,
which we deem acceptable because a linear trend in JFM
during the 50 years from 1950 to 1999 (present) is similar
to that in DJF over the East Asia region (not shown). For
fair comparison, the model outputs are remapped onto a
uniform grid system of 2.5◦ × 2.5◦ by conducting bilin-
ear interpolation. The future climate changes are derived
from the difference between the 20C3M simulations and
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Table I. A list and description of models used in this study.

IPCC ID Label in figures and tables Resolution model top References

CGCM3.1-T63 CGCM3.1(T63) T63 × L32, 2.2 hPa McFarlane et al . (2005), Scinocca et al . (2008)
CGCM3.1-T47 CGCM3.1(T47) T47 × L32, 2.2 hPa McFarlane et al . (2005), Scinocca et al . (2008)
CNRM-CM3 CNRM-CM3 T63 × L45, 0.05 hPa Salas-Mélia et al . (2005)
CSIRO Mk3.0 CSIRO-MK3.0 T63 × L18, 4 hPa Gordon et al . (2002)
CSIRO Mk3.5 CSIRO-MK3.5 T63 × L18, 4 hPa Gordon et al . (2002)
GFDL-CM2.0 GFDL-CM2.0 144 × 90 × L24, 3 hPa Delworth et al . (2006)
GFDL-CM2.1 GFDL-CM2.1 144 × 90 × L24, 3 hPa Delworth et al . (2006)
GISS-AOM GISS-AOM 90 × 60 × L12 Lucarini and Russell (2002)
GISS Model E-H GISS-EH 72 × 46 × L20, 0.1 hPa Schmidt et al . (2006)
GISS Model E-R GISS-ER 72 × 46 × L20, 0.1 hPa Schmidt et al . (2006)
FGOALS-g1.0 (IAP) IAP-FGOALS1.0 64 × 32 × L26, 2 hPa Yu et al . (2004)
IPSL-CM4 IPSL-CM4 96 × 72 × L19 Marti et al . (2005)
MIROC3.2-hires MIROC3.2(hires) T106 × L56 K-1 model developers (2004)
MIROC3.2-medres MIROC3.2(medres) T42 × L20, 30 km K-1 model developers (2004)
INM-CM3.0 INMCM3.0 72 × 45 × L21 Diansky and Volodin (2002)
ECHAM5/MPI-OM ECHAM5/MPI-OM T63 × L31, 10 hPa Jungclaus et al . (2006)
MRI-CGCM2.3.2 MRI-CGCM2.3.2 T42 × L30, 0.4 hPa Yukimoto and Noda (2002)
NCAR CCSM3 NCAR-CCSM3.0 T83 × L26, 2.2 hPa Collins et al . (2006)
NCAR PCM1 NCAR-PCM1 T42 × L26, 2.2 hPa Washington et al . (2000)
Met Office HadCM3 ukMO-HadCM3 T83 × L18, 4 hPa Gordon et al . (2000)
Met Office HadGEM1 ukMO-HadGEM1 T63 × L18, 4 hPa Johns et al . (2004)

the Special Report on Emissions Scenarios’ (SRES) A1B
simulations for the period 2050–2099.

To validate the 20C3M simulations, we use the Cli-
mate Prediction Center Merged Analysis of Precipitation
(CMAP) rainfall data (Xie and Arkin, 1997), the National
Centers for Environmental Prediction–National Center
for Atmospheric Research reanalysis dataset (NCEP-1;
Kalnay et al ., 1996), and the Hadley Centre Sea Ice
and Sea Surface Temperature (HadISST) dataset (Rayner
et al ., 2003) acquired by the British Atmospheric Data
Centre.

3. Approaches for uncertainty assessment

Sources of uncertainty in future climate change include
uncertainties due to the choice of CGCMs, climate vari-
ability, variability within and between models, future
natural variability, and systematic discrepancy between
models and future reality. In this study, we consider
the uncertainties due to choice of CGCMs, climate vari-
ability, and variability within and between models. For
the uncertainty assessment, we use methods including
relative entropy, Taylor diagrams, SNR, and principal-
mode comparison. To assess the uncertainty due to the
choice of CGCMs, we determine the GM and poor model
(PM) groups and evaluate their multimodel ensemble
mean (MMEM) change. Relative entropy, which can be
interpreted as a measure of the difficulty of discrimi-
nating between forecasts and climatological distributions,
depends on the SNR of a single forecast distribution (Del-
sole, 2004; Delsole and Tippet, 2007). The reliability and
predictability of dominant features over the East Asia
region (i.e. those produced by models) can be assessed
by EOF analysis, which can be conducted for different
seasons (e.g. winter only or summer only). Because the

EOF analysis can also be conducted for observational
data, the characteristics of model error can be analysed
and the reliability of dominant modes of model clima-
tology can be evaluated. The similarity of the dominant
signal and noise patterns can be measured by the spatial
correlation between EOF patterns of model output and
those of observations (Santer et al ., 1994).

3.1. Relative entropy

Relative entropy is a measure of the difference between
two probability distributions and can capture a statistical
difference between observations and model simulations
(Kleeman, 2002; Shukla et al ., 2006); furthermore, it is
an objective measure of skill, either in the perfect model
scenario or when the goal is to quantify model errors
and uncertainties (Giannakis and Majda, 2012). Small
values of relative entropy indicate that a given model’s
distribution is close to that of the observations (Shukla
et al ., 2006). Relative entropy, which can be decomposed
into dispersion and signal components, evaluates both the
predictability of the spread (dispersion) and the evolution
of the mean (signal) of the model prediction. In this
study, we use a simplified formula that is focused on the
interannual variability of a given variable (see Appendix
for details).

3.2. Taylor diagram

The Taylor diagram provides a statistical summary of
how well the modelled patterns match the observed pat-
terns in terms of correlation, centred RMSE, and vari-
ance. The diagram can be visualized as a series of points
on a polar plot. The azimuth angle, ϕ, pertaining to each
point is such that cos(ϕ) is equal to the correlation coef-
ficient between the modelled and observed data. Radial
distance from the origin in the Taylor diagram represents
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the ratio of the standard deviation of the simulation to that
of the observation, and the pattern correlation between
two fields is given by the azimuthal position. The distance
from the reference point (observations) is a measure of
the centred RMSE. Therefore, an ideal model (being in
full agreement with observations) is marked by the ref-
erence point (0.1) with coordinates ϕ = 0 and radius = 1;
this means the correlation coefficient is equal to 1, and the
modelled and measured variations have the same ampli-
tude.

3.3. Signal-to-noise ratio

The SNR is a measure of a desired signal relative to the
background noise. A high SNR implies that the signal
is significantly larger than the noise, indicating that the
simulated result is robust. Conversely, a low SNR makes
any signal difficult to detect. We calculate the SNR as a
function of correlation and average noise between two
time series, following the method of Trenberth et al .
(1992) (see the Appendix).

3.4. Principal-mode comparison

The first leading modes of variability over East Asia
(100◦E–150◦E, 20◦N–45◦N) are extracted from the
20C3M simulations and the observations based on
the EOF analysis, which is performed on the linearly
detrended temperature anomaly fields. Then, the corre-
lations between the model outputs and observations for
the first leading mode (EOF1) of the covariance matrix
and its associated principal component (PC1) are used to
measure quantitatively the performance of the CGCMs.

In addition, to evaluate the impact of SST variability
over the tropical Pacific (10◦S–10◦N, 120◦E–80◦W) on
climate change over East Asia, we adopt an approach
similar to that suggested by Guilyardi et al . (2009) and
compute a change in the tropical Pacific mean state from
a CGCM. The change in the tropical Pacific mean state is
defined as a spatial correlation between the EOF1 pattern
derived from the 20C3M SST and a linear trend pattern
obtained from the SRESA1B SST. A strong correlation
between model output and observations of the change in
the tropical Pacific mean state suggests that the model
predicts El Niño-like warming over the tropical Pacific
for the future climate.

4. Uncertainty assessment

4.1. Characteristics of uncertainty in the 20C3M
simulations

Prior to the assessment of uncertainty, it is impor-
tant to investigate the effects of intermodel differences
on projections of future climate change. To this end,
the range of uncertainty is defined for each grid box
as a maximum minus minimum of the future projec-
tion obtained from the suite of 21 CGCMs for the
period 2079–2099; then, the ratio of this range to
MMEM change is calculated. A high range-to-mean ratio

(i.e. >1) indicates that the intermodel spread in the
SRESA1B simulations surpasses the MMEM change
between the 20C3M and SRESA1B simulations.

Figure 1 illustrates the MMEM change and range-
to-mean ratio for JFM 925-hPa temperature and JJA
precipitation over East Asia. Higher warming is pro-
jected primarily over continental regions, particularly in
northern China and Korea, where relatively small range-
to-mean ratios are evident. The increase in temperature
is greater in winter than in summer and the interannual
variability is also projected to be stronger in winter than
in summer (not shown). The MMEM predicts a 3.2 ◦C
(2.6 ◦C) temperature increase over the Korean Peninsula
in winter (summer) with a range of 0.8 ◦C (1.1 ◦C). The
MMEM change for the JFM 925-hPa temperature indi-
cates greater warming over the land than the ocean, which
enhances the northwest–southeast temperature gradient
(Figure 1(a)). Higher intermodel ranges are found over
the ocean, especially to the northeast and south of Japan
(Figure 1(b)). These results show that, over East Asia,
the intermodel difference in regional climate projection
is larger over the ocean than over land. An increase in
JJA precipitation is found over the East Asian summer
monsoon (EASM) region, including Korea, Japan, and
China (Figure 1(c)). The range-to-mean ratio of JJA pre-
cipitation is significantly higher than that of JFM 925-hPa
temperature, suggesting that the complicated rainfall sys-
tems hamper reliable prediction. Nevertheless, the ratio
along the rain band to the east of 120◦E between 30◦N
and 35◦N is relatively low, suggesting that the MMEM is
useful in prediction of the change in JJA precipitation in
the major regions affected by the EASM. A large range
in predicted maximum and minimum indicates large cli-
mate variability among climate models; it also indicates
differences in climate model responses to changes in cli-
mate forcing and future changes in forcing. Therefore,
to ensure credible assessment of projections of regional
climate change over East Asia, it is important to choose
models that exhibit less uncertainty over the region. In
this study, we perform an uncertainty assessment using
primarily JFM 925-hPa temperature because of the large
range-to-mean ratio of JJA precipitation.

4.2. Results from relative entropy

The changes in JFM 925-hPa temperature, derived from
the 21 CGCMs over a period of 25 years (2075–2099),
are plotted against the relative entropy in Figure 2. Here,
the error bars represent the uncertainty (in other words,
standard deviation) for the corresponding period. Note
that three models (GFDL-CM2.0, GFDL-CM2.1, and
IPSL-CM4) describing relative entropy larger than 25
are excluded. The larger relative entropy implies poor
performance for present climate simulation, which cor-
responds to a larger difference between the averages of
simulated and observed air temperatures. The larger dif-
ference is related to a larger signal component of the
relative entropy presented in Equation (A1). Good per-
formance models with small relative entropy tend to pre-
dict a significant increase in JFM 925-hPa temperature
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(a) Mean                             JFM air temperature

(c) Mean                                   JJA precipitation

(°C)

(mm/month)

(b) Range/Mean                   JFM air temperature

(d) Range/Mean                         JJA precipitation

Figure 1. (a) Mean and (b) range-to-mean ratio of JFM air temperature from 21 IPCC AR4 models over East Asia (100◦E–150◦E,
20◦N–45◦N). (c) and (d) are the same as (a) and (b), respectively, but for JJA precipitation. This figure is available in colour online at

wileyonlinelibrary.com/journal/joc

over East Asia (100◦E–150◦E, 20◦N–45◦N), which is
consistent with the result of Shukla et al . (2006). The
correlation coefficient between sensitivity (i.e. tempera-
ture increase) and fidelity (i.e. relative entropy) is −0.49
with confidence level higher than 95%.

4.3. Results from the Taylor diagram

Figure 3 displays the normalized standard deviation and
correlation coefficient (with reference to the observations)
for JFM 925-hPa air temperature and JJA precipitation
derived from the 20C3M simulations. The spatial pat-
terns of JFM 925-hPa temperature are reproduced more
accurately than those of JJA precipitation, with the lat-
ter having a relatively high RMSE (Figure 3). On the
basis of these results, GMs are identified for JJA precip-
itation and JFM 925-hPa temperature; these are listed in
Tables II and III, respectively. On the basis of the results
shown in the Taylor diagram, five GMs for the variables
are determined by concentric analysis with respect to the
ideal model point (0.1). Thereafter, a grand GM for the
Taylor diagram is defined as a collection of five models
that are commonly identified as GMs for both variables
(Table IV). Meanwhile, the PM for the Taylor diagram
is composed of the models that perform poorly for both

variables. The resultant GM and PM for the Taylor dia-
gram are presented in Table IV.

Over East Asia, the GM for the Taylor diagram
predicts a larger JFM warming (with a maximum of
4.6 ◦C over northern China) than the PM (with a max-
imum of 4.0 ◦C north of the Korean Peninsula); this
is illustrated by Figure 4(a) and (b) and the MMEM
shown in Figure 1(a), and is consistent with the result
from the relative entropy (Figure 2). The GM pre-
dicts an enhanced northwest–southeast temperature gra-
dient between the land and ocean, corresponding to
the MMEM. The intensified temperature gradient also
occurs in JJA (Figure 4(c)). Owing to this change in
land–ocean temperature gradients, anomalous ascending
and descending motions occur over the northern land
and southern ocean areas, respectively, with strength-
ened EASM flow. As a result, the strengthened EASM
flow transports more moisture from the East China Sea to
Korea and Japan, inducing a 15–20 mm increase in pre-
cipitation over Korea and Japan during JJA (Figure 4(e)),
which is similar to the result of Bueh et al . (2003).
In contrast, JFM 925-hPa temperature in the PM ensem-
ble mean shows stronger warming over the ocean,
where larger range-to-mean ratios are evident (as shown
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Figure 2. Model sensitivity – i.e., change in surface air temperature during JFM over East Asia (100◦E–150◦E, 20◦N–45◦N) – against relative
entropy for 15 IPCC AR4 models. Estimates of the uncertainty in the surface temperature change are shown as vertical error bars. The line is a

least-squares fit to the values. This figure is available in colour online at wileyonlinelibrary.com/journal/joc

Figure 3. Multivariable Taylor diagrams of the 21 IPCC AR4 GCMs for climatology over East Asia (100◦E–150◦E, 20◦N–45◦N), including
JFM 925-hPa air temperature (circle) and JJA precipitation (triangle). Large triangles and circles represent good performance models for each
variable. The good performance models for JFM 925-hPa air temperature and JJA precipitation are presented in Tables II and III. This figure is

available in colour online at wileyonlinelibrary.com/journal/joc

in Figure 1(b)), and a strong north–south temperature
gradient in the eastern part of Eurasia. The JJA precipita-
tion change in the PM represents a triple structure with a
substantial increase in precipitation over China and Korea
(Figure 4(f)). The PM predicts a larger increase in JJA
precipitation in the low latitudes to the south of 25◦N,
where relatively large range-to-mean ratios are evident
(as shown in Figure 1(d)), while both GM and PM ensem-
ble means suggest an increase in JJA precipitation over
the East Asian monsoon region.

4.4. Results from the SNR

To evaluate model performance from a different statistical
viewpoint, we apply the SNR to the 20C3M simulations

for the period 1950–1999. The SNR is, in general, ade-
quate for temperature and atmospheric moisture content,
whereas precipitation and sea level pressure have a low
SNR (Barnett and Schlesinger, 1987; Santer et al ., 1991).
Hence, only JFM 925-hPa temperature is analysed with
the SNR. Figure 5(a) depicts a scatter diagram compar-
ing SNR for East Asia with global SNR calculated from
the 21 CGCMs. It is of interest that there is a linear rela-
tionship when the SNR is higher over both East Asia
and globally. Over East Asia, a higher SNR is found in
coastal regions, such as the east coast of China, the south
coast of Korea, and around Japan (not shown). From the
SNR scatter plot, the GM (PM) for the SNR is grouped
with a threshold value of 0.5 (0.3) over East Asia and 1.3
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Table II. The standard deviation and correlation coefficients
between 21 IPCC AR4 CGCM simulation and observations for
JFM 925-hPa air temperature over East Asia (100◦E–150◦E,

20◦N–45◦N).a

Model Standard deviation Correlation

CGCM3.1(T63) 1.01 0.97
CGCM3.1(T47) 1.03 0.98
CNRM-CM3 1.06 0.98
CSIRO-MK3.0 1.03 0.99
CSIRO-MK3.5 1.14 0.98
GFDL-CM2.0 1.12 0.95
GFDL-CM2.1 0.98 0.99
GISS-AOM 0.88 0.97
GISS-EH 1.03 0.96
GISS-ER 1.00 0.95
IAP-FGOALS1.0 1.04 0.96
IPSL-CM4 1.08 0.98
MIROC3.2(hires) 1.06 0.98
MIROC3.2(medres) 0.91 0.96
INMCM3.0 1.10 0.98
ECHAM5/MPI-OM 0.97 0.99
MRI-CGCM2.3.2 1.04 0.96
NCAR-CCSM3.0 1.05 0.97
NCAR-PCM1 1.10 0.97
ukMO-HadCM3 1.03 0.97
ukMO-HadGEM1 1.14 0.98

aThe entries in bold represent the good performance models and their
values.

(0.7) over the globe. The resultant grouping is indicated
in the boxes inserted in Figure 5(a) and the corresponding
models are listed in Table IV.

The GM ensemble mean change in JFM 925-hPa
temperature indicates a prominent warming over central
China compared to that indicated by the PM ensemble
mean change (Figure 5(b)); this agrees well with the
results obtained from the Taylor diagram (Figure 4(a)),
although the spatial pattern and magnitude of the tem-
perature are quite different. The GM also predicts the
strengthening of the northwest–southeast temperature
gradient across the south and southeast China mar-
gin. However, the ensemble mean of the PM shows a
strong north–south temperature contrast around Korea
and Japan and a weak warming over China (Figure 5(c)),
which also agrees well with the results of the PM for the
Taylor diagram (Figure 4(b)).

4.5. Results from principal-mode comparison

The ability of a climate model to capture interannual
variability realistically is an important measure of its
performance. To date, however, a faithful simulation of
yearly rainfall over Asian monsoon regions has been a
thorny issue for current CGCMs (e.g. Slingo et al ., 1996;
Kang et al ., 2002). Thus, we only evaluate JFM 925-
hPa temperature variability on a year-to-year timescale
revealed as the first leading EOF mode. Figure 6(a) shows
a scatter diagram between the EOF1 spatial correlation
and PC1 temporal correlation. The simulated EOF1s
explain about 30–40% of total variance over East Asia,
which is comparable to the observed values. The models

Table III. The standard deviation and correlation coefficients
between 21 IPCC AR4 CGCM simulations and observations for
JJA precipitation over East Asia (100◦E–150◦E, 20◦N–45◦N).a

Model Standard deviation Correlation

CGCM3.1(T63) 0.97 0.86
CGCM3.1(T47) 0.92 0.68
CNRM-CM3 0.98 0.91
CSIRO-MK3.0 1.09 0.86
CSIRO-MK3.5 1.28 0.84
GFDL-CM2.0 0.89 0.84
GFDL-CM2.1 0.96 0.77
GISS-AOM 1.10 0.65
GISS-EH 1.01 0.81
GISS-ER 1.41 0.63
IAP-FGOALS1.0 1.13 0.79
IPSL-CM4 1.07 0.72
MIROC3.2(hires) 1.17 0.84
MIROC3.2(medres) 0.94 0.73
INMCM3.0 1.01 0.73
ECHAM5/MPI-OM 1.12 0.86
MRI-CGCM2.3.2 1.17 0.85
NCAR-CCSM3.0 1.12 0.81
NCAR-PCM1 0.97 0.61
ukMO-HadCM3 1.34 0.78
ukMO-HadGEM1 1.11 0.85

aThe entries in bold represent the good performance models and their
values.

that reproduce the observed PC1 better tend to exhibit
better performance in reproducing the observed EOF1.
However, a GM for East Asia is not necessarily a GM
for the entire globe (not shown). We select the GM for
the EOF analysis as the models for which the correlation
coefficients for both EOF1 and PC1 are significant at the
99% confidence level or higher (i.e. the models in the
first quadrant in Figure 6(a)), and the PM as the models
in the fourth quadrant in Figure 6(a). The selected models
are listed in Table IV.

For the principal-mode approach, the projected temper-
ature changes in the GM and PM are contrary to those
predicted by the other statistical methods. The spatial
changes of the EOF PM are akin to the GM changes
of the Taylor diagram. It is noteworthy that four of the
five models in the SNR GM belong to the EOF GM,
which also predicts the northwest–southeast temperature
contrast between the land and the ocean over East Asia
and the warming in central China.

The ensemble means of JFM 925-hPa temperature and
JJA precipitation from the GMs and the PMs for the SNR
and the Taylor diagram are shown in Figure 7. The GM
is composed of nine models (CGCM3.1(T63) overlap)
and the PM of ten models, as shown in Table IV. It
is noteworthy that four of the five models with good
performance in terms of SNR belong to the GM for the
EOF analysis. Therefore, the ensemble mean of the GM
for the first two approaches is very similar to that for all
three approaches. However, there is a slight difference
in the ensemble mean of the PM between the first two
approaches and the EOF analysis. The spatial pattern of
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Table IV. Selected models for the good and poor groups based on each assessment methods; SNR, EOF, and Taylor diagram.

Taylor diagram SNR EOF

Good group CGCM3.1(T63)
CNRM-CM3

CSIRO-MK3.0
MIROC3.2(hires)

ECHAM5/MPI-OH

CGCM3.1(T63)
GISS-AOM
IPSL-CM4

MRI-CGCM2.3.2
ukMO-HadGEM1

CGCM3.1(T63)
GISS-AOM
IPSL-CM4
GISS-ER

ukMO-HadGEM1
Poor group IPSL-CM4

NCAR-PCM1
CSIRO-MK3.5

GISS-ER
INMCM3.0

CNRM-CM3
GFDL-CM2.0

NCAR-CCSM3.0
IAP-FGOALS1.0

MIROC3.2(medres)

CSIRO-MK3.0
GFDL-CM2.0
GFDL-CM2.1

NCAR-CCSM3.0
ECHAM5/MPI-OH

(a) JFM temp (GM)           Taylor diagram

(b) JFM temp (PM)           Taylor diagram

(e) JJA prcp (GM)             Taylor diagram

(f) JJA prcp (PM)              Taylor diagram

(c) JJA temp (GM)            Taylor diagram

(d) JJA temp (PM)             Taylor diagram

(°C) (mm/month)

Figure 4. The change in JFM 925-hPa temperature (future minus present) over East Asia (100◦E–150◦E, 20◦N–45◦N) projected in (a) the
good model group and (b) the poor model group for the Taylor diagram. (c) and (d) are the same as (a) and (b), respectively, but for
JJA temperature. (e) and (f) are the same as (a) and (b), respectively, but for JJA precipitation. This figure is available in colour online at

wileyonlinelibrary.com/journal/joc

the ensemble mean of the PM for the EOF is similar to
that of the GM for the Taylor diagram and predicts higher
warming over land than over ocean.

4.6. Results based on El Niño characteristics

Climatic anomalies in the western North Pacific
and East Asia are related to the ENSO through
tropical–extratropical and monsoon–ENSO interactions
(Wang et al ., 2000; Wang and Zhang, 2002; Yun et al .
2010a, 2010b). To investigate the remote coupling
of changes in El Niño characteristics with projected
changes in East Asian climate, Figure 8 presents a
scatter plot relating East Asian climate change to the
mean state change in the tropical Pacific (10◦S–10◦N,
120◦E–80◦W). The SST mean state change is defined
as a spatial correlation between the SST EOF1 in
the 20C3M simulations and a linear SST trend in the
SRESA1B simulations as indicated in Section 3.4. Since
the dominant mode of tropical SST variability delineates
an El Niño-like oscillation in the CGCMs, a positive
correlation indicates an El Niño-like warming in a future

warmer climate. Prior to conducting the calculations,
however, the reality of El Niño simulation was examined
and three models (CSIRO-Mk3.0, GISS-AOM, and GISS
Model E-R) were excluded as a result; in these models,
the pattern correlation of the simulated EOF1 with its
observed counterpart is lower than 0.5 for the region
30◦S–30◦N and 120◦E–60◦W. Figure 8 shows that most
of the CGCMs simulate an El Niño-like warming, that
is, SST warms more in the central and eastern equatorial
Pacific than in the western equatorial and off-equatorial
Pacific.

Interestingly, JFM 925-hPa temperature over East Asia
varies as an inverse function of the change in the
tropical Pacific mean state, with a correlation coefficient
of −0.51 that is statistically significant at the 95%
confidence level (Figure 8(a)). Conversely, there seems
to be no reciprocity between the changes in the tropical
Pacific mean state and East Asian summer precipitation
(Figure 8(b)). However, it should be mentioned that a
positive linear relationship with a correlation coefficient
of 0.43 at the 90% confidence level can be seen when two
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(a) SNR between IPCC AR4 GCMs and observations

(b) JFM temp (GM)                                    SNR

better

better

(°C)

Good

Poor

(c) JFM temp (PM)                                    SNR

Figure 5. (a) Scatter diagram of signal-to-noise ratio (SNR) between simulated and observed JFM surface air temperature over East Asia
(100◦E–150◦E, 20◦N–45◦N) versus over the globe. (b) and (c) depict the ensemble mean of the change in JFM 925-hPa temperature
(future minus present) for the good model group and the poor model group, respectively. This figure is available in colour online at

wileyonlinelibrary.com/journal/joc

outliers (CNRM-CM3 and GFDL-CM2.0) are ruled out.
The results suggest that changes in winter temperature
and summer precipitation over East Asia are sensitive to
changes in the tropical Pacific mean state in the future
climate.

5. Summary and discussion

This study aims to examine and predict the future climate
over East Asia with greater confidence. To determine
which models are most effective in projecting future
regional climate, focusing on East Asia and Korea,
we perform an uncertainty assessment of the 20C3M
simulations from 21 IPCC AR4 CGCMs over a period
covering 50 years from 1950 to 1999. The future climate
changes are derived from the difference between the
20C3M simulations and the SRESA1B simulations for
2050–2099. First, we conjecture that climate models
that can better simulate the present climate should be

considered to be more dependable in projecting the future
climate. The regional structures of climatological mean
temperature and precipitation simulated by 21 CGCMs
differ substantially from each other. Therefore, to ensure
a credible prediction of regional climate change over East
Asia, it is important to choose the CGCMs that have less
uncertainty over the region.

We evaluate model performance in simulating JFM
925-hPa temperature and JJA precipitation over East Asia
using the Taylor diagram, the SNR, and a principal-mode
comparison. A comparison of the simulated present cli-
mate with the NCEP-1 dataset is conducted, alongside
an analysis of the interannual variability of the present
climate. In the uncertainty assessment using the Taylor
diagram, the GM is composed of the best performance
models for the variables. The GM for the Taylor dia-
gram tends to predict larger warming over East Asia,
particularly over land, as indicated by the enhancement
of the northwest–southeast temperature gradient between
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better

better

(a) Correlation between IPCC AR4 GCMs and observations over the East Asia

(b) JFM temp (GM)                                   EOF

Poor

Good

(°C)

(c) JFM temp (PM)                                   EOF

Figure 6. (a) A scatter diagram for pattern correlation of EOF1 versus correlation of PC1 between simulated and observed annual mean surface
air temperature over East Asia (100◦E–150◦E, 20◦N–45◦N). (b) and (c) depict the ensemble mean of the change in JFM 925-hPa temperature
(future minus present) for the good model group and the poor model group, respectively. The dashed line in (a) represents the 95% confidence

level. This figure is available in colour online at wileyonlinelibrary.com/journal/joc

the land and ocean. This enhancement of the tempera-
ture gradient may strengthen anomalous ascending and
descending motions over land and ocean with the EASM
flow, which transports moisture from the East China Sea
to Korea and Japan, resulting in greater increases in pre-
cipitation over the Baiu, Changma, and Meiyu bands. The
GM for the SNR is determined by good performance
models for both East Asia and the entire globe. The
GM in the SNR predicts well the northwest–southeast
temperature gradient and the warming over mid-China
corresponding to that temperature gradient and warming
over mid-China is also indicated by the Taylor diagram,
although the spatial pattern and magnitude of the tem-
perature are quite different. Principal-mode comparison
indicates that the change in JFM air temperature is less
for the GM than for the PM. However, the GM pre-
dicts well the northwest–southeast temperature gradient
between the land and ocean over East Asia and the warm-
ing over mid-China.

We assess model performance based on El Niño char-
acteristics, in addition to the three uncertainty assessment
methods. For the mean state change in tropical Pacific
SSTs, the CGCMs predicted that the El Niño-like warm-
ing would produce less warming in JFM over East Asia.
This is consistent with the results from the principal-
mode comparison, which are distinct from those of the
Taylor and SNR approaches. This suggests that mod-
els that perform well in terms of the principal mode of
climate variability tend to simulate more El Niño-like
patterns and less East Asian warming. In this study, how-
ever, we do not examine a possible link between the
change in the East Asian climate and that in the tropi-
cal Pacific mean state. The combination of the GM with
the Taylor diagram and SNR suggests that future changes
in global warming will be closer to the highest projected
estimates; conversely, the models with good performance
in terms of principal mode and tropical SST indicate that
changes will be minor.
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(a) JFM temp (GM)                  Taylor & SNR

(b) JFM temp (PM)                   Taylor & SNR

(c) JJA prcp (GM)                     Taylor & SNR

(d) JJA prcp (PM)                     Taylor & SNR

(°C) (mm/month)

Figure 7. The change in JFM 925-hPa temperature over East Asia (100◦E–150◦E, 20◦N–45◦N) projected in (a) the good model group and (b)
the poor model group for the combined method of the Taylor diagram and the SNR. (c) and (d) are the same as (a) and (b), respectively, but

for JJA precipitation. This figure is available in colour online at wileyonlinelibrary.com/journal/joc

Because the reproduction of climate variability
depends on the choice of CGCM, and because the
variables considered important in assessing uncertainty
depend on the assessment approach, the GM and PM
selected vary according to assessment method. Although
we evaluate model performance using the uncertainty
assessment methods for regional climate prediction over
East Asia, we have not yet been able to identify the best
model for predicting climate change over this region.
The answer will almost certainly depend on the intended
application, since an accurate simulation of one aspect
of climate does not guarantee an accurate representation
of other aspects. An important implication of the present
intermodel comparison, including uncertainty assessment
and predictions from climate models on a regional
scale, is that a good performance model must be chosen
for regional climate prediction using the uncertainty
assessment methods based on the dynamical or statistical
viewpoint and the intended purpose. Furthermore, the
choice of GMs with different weights according to the
uncertainty assessment methods is very important to
predict reliable future climate change.
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Appendix

A1 Relative entropy

Following Kleeman (2002) and Delsole and Tippett
(2007), under the assumption of Gaussian distributions,
the relative entropy between observation and model
output can be defined by

R =
[

log
σ 2

a

σ 2
f

+ σ 2
f

σ 2
a

− 1

]
+

[
(µf − µa)2

σ 2
a

]
(A1)

where µ and σ are mean and variance, respectively, and
subscripts a and f indicate observation and model pre-
diction, respectively. The first two terms on the right
hand side (RHS) of Equation (A1) are determined by
the climatological variance and prediction variance, and
represent the contribution of the dispersion or spread of
the ensemble to relative entropy. The third term on the
RHS of Equation (A1) is governed by the amplitude of
the predicted ensemble mean and measures the contribu-
tion of the predicted signal size to relative entropy. The
set of terms in the first bracket on the RHS is referred
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(a) JFM air temperature        East Asia 

La Niña like La Niña like

(b) JJA precipitation              East Asia

El Niño like El Niño like

Figure 8. A scatter plot showing the change in the tropical Pacific mean state versus the change in (a) JFM 925-hPa temperature and (b) JJA
precipitation over East Asia (100◦E–150◦E, 20◦N–45◦N). This figure is available in colour online at wileyonlinelibrary.com/journal/joc

to as the dispersion component and the second set as the
signal component. The first term in the dispersion com-
ponent indicates predictive information, while the second
denotes the ratio of variance. The dispersion component
measures the reduction in uncertainty of the random vari-
ables resulting from the prediction process. The signal is
governed by the amplitude of the predicted mean field,
which measures the contribution of the predicted signal
size. The signal component is large when the means of
the two distributions are large relative to the equilibrium
spread for a sufficient number of principal components
of the equilibrium distribution. Larger relative entropy
indicates that more useful information is supplied by the
model prediction.

A2 Signal-to-noise ratio

Trenberth et al . (1992) estimated the uncertainty and the
differences in the observational datasets of sea surface
temperature (SST) by calculating the size of the climate
signal as measured by the actual temperature variations
versus the noise. Let us consider two given time series
with zero mean:

x (t) = z (t) + ε (t)

y (t) = z (t) + e (t) (A2)

where z(t) is ostensibly the same quantity; ε(t) and e(t)
are the noises in the datasets x (t) and y(t), respectively.
The signal z(t) will be measured by its variance S . The
respective noises ε(t) and e(t), which are assumed to be
random, give rise to noise variances Nx and Ny. Thus, the
correlation coefficient, r , between x and y is

r = S

σxσy
(A3)

where σ is the standard deviation. Because σ x = S + N x

and σ y = S + N y , the average noise is

N = 0.5
(
Nx + Ny

) = 0.5
(
σ 2

x + σ 2
y − 2rσxσy

)
(A4)

Using r , the signal-to-noise ratio (SNR) is

S

N
= 2r(

σx
σy

+ σy
σx

− 2r
) (A5)

and the correlation coefficient can be a measure of the
SNR. In addition, if σ x ≈ σ y, the SNR can be simplified
as (S /N ) = (r /1 − r). The signal is always detectable
when the true SNR is much larger than 1.

Some climate signals are captured by some models
but not others. This suggests that, in addition to sam-
pling the uncertainty arising from imperfect knowledge
of initial conditions, the uncertainty arising from imper-
fect knowledge of the physical processes must also be
sampled, specifically those represented through parame-
terizations.
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