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Abstract

Over the northern Indian Ocean (NIO), a substantial number (@ 60%) of tropical cyclones (TCs) form in as-
sociation with significant intraseasonal oscillation (ISO) events (i.e., Nargis [2008]). In this paper the relationship
between TC genesis and ISO in the NIO was studied using 30-year (1997–2008) observations. Because NIO TCs
mainly occur in transitional seasons when climatological environmental forcing favors TC genesis, two types of
ISO modes, boreal summer intraseasonal oscillation (BSISO) and Madden-Julian oscillation (MJO), which repre-
sents boreal winter ISO, were objectively and quantitatively defined, and their connection with TC genesis
was examined. It was found that over 70% of ISO-related genesis is associated with the northward propagating
BSISO mode and up to 30% with the eastward propagating MJO mode. The BSISO mode primarily a¤ects TC
formation in May–June and September–November, while the MJO mode a¤ects TC formation primarily from
November–December. Because of their distinct structures and lifecycles, the BSISO and MJO modes a¤ect TC
formation di¤erently. For the BSISO mode, TC formation is enhanced during its wet phases overlaying the
NIO. For the MJO mode, TC formation is enhanced after the convection passes over the Malay Peninsula
and when the Indian Ocean is in a dry phase. The BSISO mode enhances TC genesis by creating favorable envi-
ronmental forcing for TC genesis, while the MJO mode does not. The most salient feature is that both the ISO
modes favor TC genesis by providing a synoptic-scale seeding disturbance at least six days prior to TC formation.
The seeding disturbance provided by the BSISO is a cyclonic vorticity anomaly to the north of the equatorial
convection/westerly wind burst, whereas the seeding provided by the MJO is a convectively coupled Rossby
wave that breaks away from the major body of the MJO convection. The seasonality of the NIO TC genesis,
intensity, and prevailing tracks are also explained in terms of the e¤ect of environmental forcing on TC genesis
potential, steering flow, and maximum potential intensity. The results imply that monitoring the evolution of
the two types of ISO modes, especially the BSISO, may provide a useful medium-range forecast for NIO cyclo-
genesis.

1. Introduction

Tropical cyclones (TCs) (also referred to as hurri-
canes, typhoons, or storms depending on the ocean
basin) are characterized by strong winds and tor-
rential rain. They are a major focus in tropical me-
teorology because of their serious, and sometimes
devastating, e¤ect on human activities. The ener-

getic nature of TCs is often viewed as a Carnot
engine (Emanuel 1986); warm waters with a sea
surface temperature (SST) greater than 26�C was
recognized as a necessary condition for TC forma-
tion several decades ago (Palm’en 1948). Six pa-
rameters consisting of three dynamic conditions
(low-level relative vorticity, the Coriolis parameter,
and tropospheric vertical wind shear) and three
thermodynamic conditions (SST, conditional insta-
bility, and midtropospheric relative humidity) were
suggested as crucial parameters for TC formation
(Gray 1968, 1979). Thus far, six basins, including
western and eastern North Pacific, North Atlantic,
north Indian Ocean, south Indian Ocean, and
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South Pacific, have long been recognized as major
TC formation regions (Riehl 1948). In these re-
gions, with the exception of the northern Indian
Ocean (NIO), summer is the period in which the
six necessary conditions that favor TC formation
occur. In spite of the early realization of the exis-
tence of the six major basins for TC formation,
most e¤orts have focused on the North Pacific and
Atlantic, due partly to the large number of TC oc-
currence there and partly for economic reasons.

While the number of TCs occurring in the NIO is
relatively small, a strong TC in this region could be
extremely deadly because of its proximity to dense
population areas. The TC Nargis that emerged
in the Bay of Bengal in April 2008, and battered
Myanmar was one of them. Storm surge on top
of strong winds and torrential rainfall reportedly
caused over 130,000 fatalities. This tragic event
underscores the need for scientists to advance our
knowledge and improve forecasting of TCs in the
NIO. A number of articles that examine di¤erent
aspects of Nargis have already been published in
major journals (Shi and Wang 2008; Webster 2008;
Kikuchi et al. 2009; Lin et al. 2009; Reale et al.
2009), and this special issue by the Journal of
the Meteorological Society of Japan is intended to
focus on lessons learned from Nargis.

Numerous fundamental questions regarding TCs
in the NIO have yet to be answered. Among those
issues, TC formation or cyclogenesis is one of the
most significant and least understood processes. In
general, it is widely believed that a TC does not
arise spontaneously even if the necessary conditions
are satisfied (Riehl 1948; Bergeron 1954; Rotunno
and Emanuel 1987). In addition to the aforemen-
tioned necessary conditions, a finite amplitude dis-
turbance characteristic of waves with 1,000–3,000-
km wavelength (Emanuel 2003) that acts as a seed
is usually required for cyclogenesis. As a result, cy-
clogenesis may be viewed as a stochastic process
subject to environmental forcing determined by
a set of necessary conditions and weather noise
primarily determined by short-term tropical distur-
bances (Emanuel and Nolan 2004).

The likelihood of TC genesis is thus a¤ected by
multiple-scale variations from day-to-day weather
to interdecadal change. On a subseasonal time
scale, a substantial part of tropical disturbances
are closely related to various types of convectively
coupled equatorial waves (CCEWs) (Takayabu
1994; Wheeler and Kiladis 1999; Kiladis et al.
2009). Thus, the CCEWs appear to a¤ect the likeli-

hood of TC genesis. Note that the definition of
CCEWs in the present study is somewhat broad-
ened for convenience; thus, easterly waves and
Madden-Julian oscillation (MJO) (Madden and Ju-
lian 1971, 1972) are both included.

Easterly waves have long been known to initiate
TCs in the Atlantic (Landsea et al. 1998; Thorn-
croft and Hodges 2001), eastern North Pacific
(Avila 1991; Molinari et al. 1997), and western
North Pacific (Briegel and Frank 1997; Ritchie
and Holland 1999). Dickinson and Molinari (2002)
showed that mixed Rossby-gravity waves may be-
come TCs through a transformation to a tropical-
depression-type disturbances (Takayabu and Nitta
1993; Zhou and Wang 2007). Some other processes
are also considered to a¤ect the likelihood of TC
formation by modifying environmental forcing,
such as increasing low-level cyclonic circulation
or weakening the vertical shear of horizontal winds
to facilitate the development of an incipient dis-
turbance. Recently, a number of studies focused
on this aspect and suggested that the equatorial
Rossby wave and MJO with a characteristic 30–
60-day period have a large influence on cyclogene-
sis and rapid intensification in many basins (Malo-
ney and Hartmann 2000a, b; Molinari and Vollaro
2000; Bessafi and Wheeler 2006; Frank and
Roundy 2006; Zhou and Wang 2007), with heavy
emphasis on the western and eastern North Pacific.

Despite recent advancements, our knowledge
about how CCEWs a¤ect cyclogenesis in the NIO
is still very limited. The NIO is controlled by a
very energetic Asian monsoon system. Therefore,
in contrast to other basins, TC occurrence in the
NIO has two distinctive peaks in the pre- and post-
monsoon seasons because the strong vertical shear
during the summer monsoon season suppresses TC
development. This complex situation makes TC
formation events relatively rare, unique, and com-
plicated and consequently, our progress in under-
standing NIO TC dynamics has been slow.

In order to fill this gap, we carried out a pilot
study to elucidate how Nargis formed in associa-
tion with the MJO (terminology will be carefully
defined in this paper to avoid confusion) using mul-
tiple satellite observations (Kikuchi et al. 2009). In
that study, we proposed a new scenario that a syn-
optic scale disturbance associated with the Tropical
intraseasonal oscillation (ISO) becomes a TC. The
purpose of this study is to test, consolidate, and
generalize this novel scenario by conducting a sta-
tistical analysis based on a 30-year dataset. Note
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that the ISO over the NIO contains two compo-
nents, the 30–60 day and the quasibiweekly wave
(QBW). On the basis of spectrum analysis, we can
reasonably separate these disturbances (Kikuchi
and Wang 2009). While the QBW plays an impor-
tant role in modifying the activity of synoptic-scale
disturbances during boreal summer (Goswami et al.
2003), our analysis first focuses on the 30–60-day
component of the ISO to simplify the discussion.
Special attention is paid to comparing the Nargis
case and general statistical analysis in hopes that
the result will be useful for other case studies (Kunii
et al. 2010; Yamada et al. 2010; Yokoi and
Takayabu 2010) or modeling studies (Kuroda et
al. 2010; Saito et al. 2010; Taniguchi et al. 2010;
Yanase et al. 2010; Yoshida et al. 2010) targeting
Nargis. One of the new contributions of this study
lies in the careful treatment of the ISO. The two
ISO modes are separated, and their connections to
cyclogenesis are examined.

Section 2 documents the data and methodology
in which the genesis potential index (GPI) that
measures the environmental forcing and the classifi-
cation of the ISOs are explained. In section 3, we
examine some aspects of TC behaviors and their as-
sociation with environmental forcing in the NIO.
The relationship between cyclogenesis and two ISO
modes are examined in section 4. A possible physi-
cal underlying mechanism that connects cyclogene-
sis and ISO is discussed in section 5 and a summary
of our findings is presented in section 6.

2. Data and methodology

2.1 Data

We used several datasets provided by di¤erent
platforms for the period 1979–2008 to ensure the
quality and availability of the marine data. For
TC formation, the best track data compiled by
Joint Typhoon Warning Center (JTWC) were
used, which provide information about locations,
time, and strength (maximum sustained surface
wind speed) of disturbances in 6 h intervals. Gene-
sis time was defined as when a disturbance was first
classified as a tropical depression in the NIO with
maximum sustained surface wind speed exceeding
17 knots, which is in line with previous studies
(Molinari and Vollaro 2000; Frank and Roundy
2006). Daily outgoing longwave radiation (OLR)
data with a horizontal resolution of 2.5� � 2:5� in
longitude and latitude (Liebmann and Smith 1996)
were used to depict organized convection and as a
good proxy for precipitation falling from deep con-

vection in the tropics. Daily National Centers for
Environmental Prediction–Department of Energy
(NCEP–DOE) Atmospheric Model Intercompari-
son Project (AMIP)-II reanalysis data with a hori-
zontal resolution of 2.5� � 2:5� (Kanamitsu et al.
2002) were used to describe large-scale circulation.
Reynold’s SSTs (Reynolds et al. 2002) were used to
calculate environmental forcing (Emanuel 2000).
The original resolution was 1� � 1� but was re-
duced to 2.5� � 2:5� for our study.

The Japan Meteorological Agency (JMA) 25-
year Reanalysis (JRA-25) (Onogi et al. 2007) and
JMA/Climate Data Assimilation System (JCDAS)
were used to examine the relationship between
cyclogenesis and synoptic-scale disturbances associ-
ated with the ISO. These data are homogeneous
datasets with JRA-25 covering the period 1979–
2004, and JCDAS taking over from 2005. They
are good at representing TCs in terms of location
and strength using wind profile retrieval technique
(Hatsushika et al. 2006). Horizontal winds at
850 hPa with 6 hour temporal resolution and T106
horizontal resolution (equivalent to about 1.125�

resolution), one of the highest resolution data they
provide, were used in this study. To extract a
synoptic-scale disturbance, a technique based on
spatial filtering developed by Kurihara et al. (1993)
was used, in which a three-point moving average is
applied in longitudinal and latitudinal directions
multiple times. Kurihara (1993) applied the moving
average to data with a horizontal resolution of
1� � 1�, while we applied it to the original data
(@1.125�). We checked that this treatment makes
little di¤erence.

2.2 Genesis potential index (GPI)

As discussed in section 1, TC genesis may be
viewed as a stochastic process subject to the envi-
ronmental forcing and weather noise. To measure
the e¤ect of environmental forcing on cyclogenesis
the GPI, which was developed by Emanuel and
Nolan (2004), was computed. This index is similar
to the one first proposed by Gray (1979). The major
di¤erence is that Emanuel and Nolan (2004) in-
corporated the e¤ect of SST continuously by us-
ing maximum potential intensity (MPI) instead of
threshold SST.

The GPI is expressed as

GPI ¼ j105hj3=2 H

50

� �3
Vpot

70

� �3

ð1þ 0:1VshearÞ�2;
ð1Þ

where h is the absolute vorticity at 850 hPa (s�1),
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H is the relative humidity in the middle tropo-
sphere (%), Vpot is the MPI in terms of wind speed
(ms�1), and Vshear is the magnitude of the vertical
wind shear between 850 hPa and 200 hPa (ms�1).
The MPI, which is based on an axisymmetric
steady-state model of a mature TC, gives an upper
bound on TC intensity that can be written as

jVpotj2 ¼
Ts

T0

Ck

CD

ðCAPE � � CAPEÞ; ð2Þ

where Ts is the ocean surface temperature, T0 is the
mean outflow temperature, Ck is the exchange coef-
ficient for enthalpy, CD is the drag coe‰cient,
CAPE � is the convective available potential energy
of air lifted from saturation at sea level in reference
to the environmental sounding at the radius of
maximum winds, and CAPE the convective avail-
able potential energy of boundary layer air (Bister
and Emanuel 2002). After some manipulation, it
was shown that the SST, pressure, vertical profiles
of temperature, and specific humidity are neces-
sary to calculate the MPI at each grid point. The
definition of middle troposphere for the use of H is
somewhat di¤erent among literatures, e.g., 600 hPa
in Nolan et al. (2006) and Camargo et al. (2007a)
and 700 hPa in Emanuel and Nolan (2004) and Ca-
margo et al. (2007b). Here we use the 600-hPa but
the choice of either level makes little di¤erence.
GPI provides an expected number of storms per de-
cade per 2.5� square of latitude and longitude under
a given environmental forcing (Nolan et al. 2006).

Calculation of both GPI and MPI was carried
out similar to the way as Emanuel (2000) calculated
MPI. Namely, daily MPI was computed using
NCEP-DOE daily reanalysis data and linearly in-
terpolated Reynolds SST data. Monthly data were
then obtained by averaging the daily data for each
month in each year. Similarly, monthly GPI data
was computed using NCEP-DOE daily data by
averaging the daily GPI data. Note that monthly
GPI obtained by averaging daily GPI and directly
from monthly data are qualitatively consistent.

Fig. 1, for example, shows climatological TC
occurrence and GPI in the NIO as a function of
month. GPI captures well the seasonal cycle in
TC occurrence; the twin peaks in pre- and post-
monsoon seasons and reductions in February–
March and July–August. A more detailed examina-
tion of GPI will be given in section 3.1.

2.3 Two ISO modes: BSISO and MJO

The properties of the ISO are strongly a¤ected by
the annual cycle in the background conditions such

as SST, and consequently, large-scale atmospheric
circulations as demonstrated by Wang and Xie
(1997). The ISO activity is strongest in the boreal
winter and weakest in the boreal summer (Gutzler
and Madden 1989; Salby and Hendon 1994; Zhang
and Dong 2004). A meridional shift in major ISO
activity is also observed (Salby and Hendon 1994;
Kemball-Cook and Wang 2001). The latitudinal
band of strong ISO activity shifts to the south of
the equator in boreal winter and to the north of
the equator in boreal summer, in line with the meri-
dional shift of the tropical convergence zone.

The meridional shift in ISO activity appears to
be related to two di¤erent propagation behaviors
of the ISO (Lau and Chan 1985, 1986; Wang and
Rui 1990). During the boreal summer convection
associated with the ISO tends to show a northward
movement in the NIO (Yasunari 1979; Sikka and
Gadgil 1980) as well as a weak eastward movement
along the equator. During the boreal winter, how-

Fig. 1. Climatological likelihood of TC
genesis (bar) and expected likelihood from
environmental conditions in terms of TC
genesis potential index (GPI) (solid line)
averaged in the NIO (0�–30�N, 40�–
100�E) for 1982–2008 as a function of cal-
endar month. The time at which TC for-
mation took place is based on the time
when storms reached tropical-depression
strength.
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ever, an eastward propagation of convection along
the equator is predominant in the western hemi-
sphere (Lau and Chan 1985; Weickmann et al.
1985) and can be seen even in the eastern hemi-
sphere as a circumnavigation signal (Kikuchi and
Takayabu 2003). Of course there are other minor
variations in behaviors of the ISO, particularly dur-
ing transitional seasons such as spring and fall,
which were not considered in this study on the basis
of a sensitivity test carried out (not shown) and the
results of a previous study (Kemball-Cook and
Wang 2001). Because the two ISO modes have
di¤erent associated circulation structures (Hendon
and Salby 1994; Maloney and Hartmann 1998;
Kemball-Cook and Wang 2001), it is expected that
their roles in TC genesis are di¤erent; a careful ex-
amination of the relationship between TC genesis
and two types of ISO is required. Given that TC
occurrence in the NIO has two peaks in spring
and fall (Fig. 1), during which the selection of the
preferred intraseasonal mode strongly depends on
the year, the idea of treating the summer and
winter modes separately can be justified. From
now on, we refer to boreal summer ISO as BSISO,
as in Fu and Wang (2004), and boreal winter ISO
as MJO.

a. Identification of BSISO and MJO events

A simple, consistent method was used to identify
BSISO and MJO modes. First, a Lanczos band-
pass filter (Duchon 1979) with a cut-o¤ periods of
30 and 60 days is applied to daily OLR data to
extract the variations associated with the ISO.
Then, an extended empirical orthogonal function
(EEOF) analysis (Weare and Nasstrom 1982) with
three time steps and five-day increments is applied
to the filtered OLR data in the tropical-subtropical
eastern hemisphere (40�S–40�N, 0�–180�). The
only di¤erence between identifying the BSISO and
MJO modes is the data period to which the EEOF
analysis was applied. For the BSISO mode, the fil-
tered OLR data from June through August is used
and for MJO mode the data from December
through February is used.

As shown in a similar analysis by Lau and
Chang (1985; 1986), the EEOF analysis gives con-
cise and fair representations of both modes by com-
bining the first two EEOFs (Fig. 2). It is clear that
just putting the first two EEOFs represents a half
cycle of each mode. The BSISO mode (Fig. 2a) cap-
tures the northward movement in the NIO, which
eventually makes an elongated convective band
tilting from northwest to southeast and covers a

Fig. 2. Spatiotemporal patterns of the extended EOF (EEOF) modes obtained for boreal (a) summer (JJA)
and (b) winter (DJF) for the period 1979–2008. The left (right) panel shows the first (second) mode. The
EEOF analysis with three di¤erent time steps with 5-day increments was performed by using 30–60-day
filtered OLR data. OLR values are normalized by multiplying one standard deviation of the corresponding
principal component. Negative (positive) values are shaded (contoured), and the contour interval is
2 Wm�2. The zero contour is suppressed.
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wide range from the Arabian Sea to the western
Pacific. This feature is in good agreement with a
recent composite study using TRMM satellite data
(Wang et al. 2006). The MJO mode (Fig. 2b) shows
a predominantly eastward propagation along the
equator that is in accordance with the classical
view of the MJO (Madden and Julian 1972).

b. Composite method

Because the first two EEOFs are predominant
and their combination represents a half life cycle
of the BSISO or MJO mode, it is natural to con-
sider a phase-space representation spanning the first
two leading principal components (PCs), as in pre-
vious studies (e.g., Kikuchi and Takayabu 2003;
Wheeler and Hendon 2004). The detailed procedure
is as follows. 1) An entire time series for the PCs of
the first two EEOFs for both the BSISO and MJO
modes are obtained by projecting the two EEOFs
on filtered OLR data so that we can describe the
state of each mode at any particular time. 2) The
PCs are normalized by one standard deviation of
the corresponding PCs to gauge the strength of the
ISO at a given time. Note that one standard devia-
tion is computed for the corresponding period in
the EEOF calculation instead of the entire time se-

ries, namely JJA for the BSISO mode and DJF for
the MJO mode. 3) The phase-space representation
composed of the first two normalized PCs for the
BSISO and MJO modes is obtained. Significant
ISO events were picked up when its normalized
amplitude (square root of the normalized PC1 plus
PC2) is greater than unity.

Figure 3 shows an example of the phase-space
representation for the BSISO and MJO modes in
2008. In this study, the phase is separated into eight
categories, as in Wheeler and Hendon (2004). With
reference to Nargis, the time series during April is
indicated by thick dots and curves. The ISO event
that generated Nargis in April, including the time
when Nargis emerged as a tropical depression at
18 UTC 26 April, was clearly a predominant
BSISO mode (Fig. 3a). This was expected from
our previous study (Kikuchi et al. 2009), where we
observed the northward movement of convection
and a slantwise rainband. Note that we previously
referred to this event as the MJO because we did
not distinguish between the BSISO and the MJO
in that paper. Note also that the MJO signal of the
April 2008 event was not really strong especially
around the time when Nargis was formed (26
April). Because both modes share some common

(a) PC 2008 BSISO (b) PC 2008 MJO
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Fig. 3. An example of phase-space representation of the (a) BSISO and (b) MJO for 2008. The abscissa and
ordinate are the normalized PC1 and PC2 (by one standard deviation of each component), respectively,
during (a) JJA and (b) DJF. The trajectory in April 2008 is indicated by the thick line with dots. The four
locations shown in each panel indicate where most organized convection associated with each mode is pres-
ent in a given phase.
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characteristics such as eastward propagation in the
Indian Ocean (Fig. 2), the amplitude of both modes
were relatively strong during the period when the
convection associated with the ISO moved east-
ward along the equator in the Indian Ocean (mid-
April) (Figs. 3a, 3b). However, the MJO signal
became weaker after the northward propagation of
the convection in the NIO became predominant.
Figure 3 also shows that the BSISO mode appears
to be dominant almost the entire year of 2008.
This may be an interesting topic for a future study
on interannual variations of the ISO.

c. Identification of predominant mode

Both modes share some common characteristics
at specific phases, and accordingly, sometimes both
the modes become significant at the same time;
therefore, we need to identify which mode is more
predominant at a given time to avoid double count-
ing. Because the predominant mode is thought to
have a larger variance, we can start by comparing
the following reconstructed field represented by the
first two EEOFs:

OLRBSISOðtÞ ¼ EEOF1;BSISO � PC1;BSISOðtÞ

þ EEOF2;BSISO � PC2;BSISOðtÞ;
ð3Þ

OLRMJOðtÞ ¼ EEOF1;MJO � PC1;MJOðtÞ

þ EEOF2;MJO � PC2;MJOðtÞ; ð4Þ

where OLRðtÞ is the reconstructed spatiotemporal
pattern, including 5- and 10-day predictions at time
t. Subscripts BSISO and MJO indicate each mode;
note that PCs are not the normalized. Given that
kEEOFmk ¼ 1 (m is any integer) and the inner
product between di¤erent eigenvectors becomes 0,
(3) and (4) become

kOLRBSISOðtÞk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PC 2

1;BSISOðtÞ þ PC 2
2;BSISOðtÞ

q
ð5Þ

kOLRMJOðtÞk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PC 2

1;MJOðtÞ þ PC 2
2;MJOðtÞ

q
: ð6Þ

It turns out that it is quite simple to evaluate which
mode is predominant. This means that we can
judge whether any given date during the entire
period should be assigned to active BSISO, active
MJO, or inactive ISO.

On the basis of the discussion above, a com-
posite life cycle of the BSISO and MJO mode
was constructed using 30–60-day filtered OLR
data and 850-hPa horizontal winds from NCEP-
DOE AMIP-II reanalysis. We will discuss this fur-

ther in section 4 of this paper. The information
about TC formation was also collected if either
BSISO or MJO mode was active when a TC
formed.

3. Overview of climatological TC formation and
intensity in the northern Indian Ocean

Because behaviors of TCs in the NIO have not
been well documented, this section focuses on de-
picting the climatological tendency of TC genesis
and intensity in this region in association with the
environmental forcing.

3.1 TC formation and GPI

As shown in Fig. 1, the climatological GPI repre-
sents climatological annual cycle in TC formation
in the NIO overall well. In this section we examine
the relationship in more detail (Fig. 4) and also de-
scribe the tendency of TC motion. Spatial distribu-
tion of the GPI and TC formation is roughly well
correlated. Namely, TC formation is likely to occur
over a region with a large GPI, which is especially
clear in October and November. However, some-
times there is a discrepancy between the location
of a GPI maximum and TC formation, which is
shown to occur in January, April, and May. One
possible reason of this is that this figure does not
reflect the interannual variations of the GPI.

Notwithstanding the minor discrepancy just men-
tioned above, the GPI is expected to be a meaning-
ful predictor of TC formation when taking an aver-
age over a wide region (e.g., Fig. 1). If that is the
case, it gives us a better chance to think about the
reason why TC formation is enhanced or hindered
in a given season. Because the GPI is expressed by
a nonlinear combination of four parameters [eq.
(1)], a careful examination such as changing only
one parameter with the other parameters fixed is
necessary to examine its breakdown. Such a careful
examination indicates the following reasoning to
drive the annual cycle in GPI in the NIO. First,
the reason why GPI is kept low in boreal summer
is the strong vertical wind shear associated with
monsoon circulation and a relatively low MPI. On
the other hand, the middle-level relative humidity
and low-level vorticity provide a preferable condi-
tion for TC formation. As a result of the combina-
tion of these factors, a weak preferable condition
appears along the boundary of the Indian subconti-
nent and Indochina Peninsula. TCs rarely formed,
but monsoon lows and depressions are frequently
formed in this region during boreal summer (Gos-
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GPI & TCs, 153 cases

Fig. 4. Climatological monthly-mean genesis potential index (GPI) (shading) derived for the period 1982–
2008 together with TC formation events (solid dots) and their tracks (curves) for the period 1979–2008.
Formation location and time are decided when a disturbance is first classified as a tropical depression ac-
cording to JTWC. Each number in the upper right corner of each panel is the total number of formation
events that occurred in the corresponding calendar month. Nargis is denoted by the blue dot and curve.
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wami et al. 2003) due to the shear instability associ-
ated with the monsoon trough energized by moist
convection (Goswami et al. 1980; Mak 1987; Shu-
kla 1987). On the other hand, the opposite situa-
tion happens in pre- and post-monsoon seasons.
Middle-level relative humidity and low-level vortic-
ity do not necessarily provide enough preferable
conditions. However, the reduced vertical wind
shear and high MPI are responsible for keeping the
GPI relatively high in those seasons. A further dis-
cussion of the annual cycle of the MPI shall be
made later.

Another aspect we would like to address here is
the annual variation of TC track. The TC track
shows strong seasonality. In April and May, many
TCs show northeastward or even eastward propa-
gation in the northern Bay of Bengal, and con-
sequently, hit the west coast of the Indochina
Peninsula. Nargis was one of them. In October
and November, which are the most active months
for TC formation, on the other hand, most of the
TCs tend to move northwestward or northward,
and consequently, rarely hit the west coast of the
Indochina Peninsula. A further discussion of TC
motion in the NIO especially focusing on Nargis is
given by Yamada et al. (2010) in this special issue.
They suggest that the eastward movement of Nar-
gis was attributed to a subtropical jet, which was
located along the southern rim of the Tibetan Pla-
teau. In reality, most part of TC motion could be
understood in terms of steering flow (George and
Gray 1976; Brand et al. 1981); however, several
interaction processes such as the interactions be-
tween TC vortex and the planetary vorticity gradi-
ent (beta drift) (Adem 1956; Holland 1983; Wang
and Li 1992) and between TC vortex and convec-
tive heating (Wang and Holland 1996; Dengler
and Reeder 1997) create a deviation from the path
expected from the steering flow. Thus, a further ex-
amination is necessary to add the accuracy of our
understanding of TC motion in the NIO.

3.2 TC intensity and MPI

We have just seen the annual variation of TC oc-
currence and motion tendency. Naturally, the next
issue of interest will be the annual variation of
TC intensity. Namely, was Nargis an exceptionally
strong TC or a normal strength TC that occurred in
April? As shown in equation (1), GPI includes MPI
in its definition. While GPI has been empirically
developed, in essence, researchers developed MPI
from a theoretical viewpoint (Miller 1958; Emanuel

1997; Holland 1997). The idea of MPI is to provide
an upper intensity bound that a TC can achieve
under certain atmospheric and oceanic conditions.
In reality, almost all TCs cannot achieve MPI
strength due primarily to the destructive processes
that are not included in the formulation of MPI,
such as the existence of the vertical shear of the
horizontal wind, feedback from ocean cooling, and
the internal variability associated with phenomena
such as concentric eyewall cycles (Emanuel 2000).
TC-intensity forecasting has lagged far behind the
forecasting of TC track (Camp and Montgomery
2001). However, one important implication made
by Emanuel (2000) from a statistical viewpoint on
the basis of the data over the North Atlantic and
western North Pacific basins, is that a given storm
is equally likely to attain any intensity between TC
force and its MPI.

This implication appears to hold true even in the
NIO (Fig. 5). The likelihood of becoming a strong
TC is well predicted from the annual cycle in MPI.
Similar to GPI, the MPI also has twin peaks in its
annual cycle. While the most salient feature is that
the likelihood has a pronounced peak in the pre-
monsoon season, especially April, instead of the
post-monsoon season. Of the six storms that oc-
curred during that period, four of them achieved
supercyclonic storm strength. Nargis was not one
of them, but it was only a little weaker than that
criterion. Nargis is considered to be a typical TC
for April in terms of strength.

Why do TCs that occur in April, instead of dur-
ing the post-monsoon season, tend to be strongest?
In other words, why does a TC formed under what
should be non-optimal conditions have a better
chance of becoming a strong TC than one formed
easily under more favorable conditions? On the
basis of the above discussion, we believe that
analyzing MPI may provide a way to answer this
question. As shown in equation (2), the MPI is
determined by the di¤erence between CAPE� and
CAPE. Thus, the di¤erence comes from the di¤er-
ence of temperature and humidity between the
ocean surface and the air near surface. A careful ex-
amination suggests that it is mainly the humidity
di¤erence that is responsible for making the annual
cycle in MPI in the NIO (figure not shown), and
that the annual cycle is closely related to the Asian
monsoon (AM) (Goswami 2005; Wang et al. 2005).
One of the notable features of the AM annual cycle
is its asymmetricity: abrupt onset and gradual re-
treat. In the pre-monsoon season (April and May),
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convection is mainly seen in the Maritime Conti-
nent and is virtually absent in the NIO. Relative
humidity is kept low due to the subsidence caused

by convection over the Maritime Continent, al-
though SST is kept high during this period
(@28�C) (Locarnini et al. 2006). In contrast, the

Fig. 5. Cumulative number of TCs occurring in di¤erent calendar months (abscissa) as binned by its maxi-
mum wind (ordinate) during 1979–2008. The shading represents percentile in each month. The climatolog-
ical maximum potential intensity derived from 1982–2008 averaged in the northern Indian Ocean (NIO)
(0�–30�N, 40�–100�E) is also shown by the solid curve in the top portion of the figure. Terminology for
TCs used in the NIO is shown at the right.
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gradual retreat of the AM keeps moderate to high
relative humidity in the post-monsoon season (Oc-
tober and November) in the NIO, although SST in
the post-monsoon season is lower than in the pre-
monsoon season by about 1–2�C. Therefore, the
MPI in the NIO tends to be high in the pre-
monsoon season in which a saturated parcel com-
ing from the ocean surface can obtain more CAPE
than that in the boundary layer with a lower hu-
midity content.

3.3 GPI and Nargis: Interannual variability

As discussed above, TCs that occur in the pre-
monsoon season, specifically April, have a better
chance of becoming the most deadly storms. The
ability to forecast the likelihood of TC formation
is a critical skill to lessen the damage by these
TCs. Given that GPI is able to accurately follow
the climatological annual cycle in TC-formation
likelihood (Fig. 1), it is natural to wonder if GPI is
also able to predict the likelihood of TC formation
on an interannual time scale. In particular, we
examine the relationship for the month of April
(Fig. 6).

Historically, there were five strong storms and

one weak storm that occurred during this month
(Fig. 5). Finding a good relationship between TC
formation and GPI is not necessarily easy because
of the stochastic nature of the TC-formation pro-
cess and unique geolocational situation of the
NIO, which is surrounded by Indian subcontinent,
Arabian Peninsula, and Indochina Peninsula. Three
strong storms emerged under large GPI conditions
(1982, 1991, and 2008), two other storms emerged
under relatively small GPI conditions (1990 and
1994), and one storm emerged under just the
above-normal GPI condition (2006). The di‰culty
in finding a good relationship between GPI and
TC formation is in good agreement with the recent
analysis done by Camargo et al. (2007a). They re-
ported that the NIO is the only basin in which
no significant relation between the number of TCs
and GPI on interannual time scale is found in any
season on the basis of a 35-year correlation analy-
sis. If we assume that the TC-formation process in
the NIO is still viewed as the same stochastic pro-
cess as in the other basins, we may be able to
make the following conclusions. Unlike other ba-
sins, the NIO has fewer weather noises that can act
as seeds for TCs, such as easterly waves, primarily

Fig. 6. Interannual variation of genesis potential index (GPI) (bars) together with the occurrence of strong
(weak) storms designated by dark (light) weather symbols in April. GPI is an average value over the Bay
of Bengal (0�–30�N, 77.5�–100�E). Dash-dotted lines represent one standard deviation of the GPI in April.
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due to the unique geolocational situation. There-
fore, a larger GPI does not necessarily lead to a
higher likelihood of TC formation because of insuf-
ficient weather noise. At any rate, an important
thing to note here is that GPI in April 2008, during
which Nargis formed, was significantly large.

4. TC formation associated with two types

of ISO modes

Having discussed some aspects of TC behavior
and their association with environmental forcing in

the previous section, in this section we investigate
the relationship between TC formation and the
two ISO modes, BSISO and MJO. We present the
composite results in 4.1 and 4.2, and an integrated
view in 4.3.

4.1 The BSISO mode

It is beyond doubt that the composite BSISO life-
cycle shown in Fig. 7 exactly follows the BSISO
lifecycle represented by the two EEOFs (Fig. 2a).
A large-scale cyclonic (anticyclonic) circulation in

Fig. 7. Composite OLR (shading), 850-hPa horizontal winds (vectors), and TC formation (dots) for events
associated with the BSISO mode. The numbers in the upper right corner of each panel represent the total
number of TC formation events that occurred in the corresponding phase. Nargis is shown by the TC sym-
bol in phase 7.

486 Journal of the Meteorological Society of Japan Vol. 88, No. 3



the lower troposphere accompanies enhanced
(suppressed) convection, moving northward. As a
result, the NIO undergoes two phases—wet and
dry.

Figure 7 indicates that two distinctive phases af-
fect the likelihood of TC formation. TC formation
is enhanced during the wet phase (phases 1 and 6
through 8) when it overlays the NIO. The wet
phase accounts for most TC formation, which is
nearly 75% of the total number of 67 classified
as being associated with significant BSISO events.
Given that most TC formation events seem to
take place between 5�N and 15�N in the Bay of
Bengal and 10�–20�N in the Arabian Sea associ-
ated with the BSISO mode, it is no wonder that
most TC formation events occur in phase 8 where
enhanced convection as well as the associated low-
level cyclonic circulation is present.

Nargis is typical of the TCs that occur in the
wet phase of the BSISO mode. Yet, the underlying
physical and dynamical processes of how the
BSISO mode a¤ects the likelihood of TC formation
in general are not obvious. The previous analysis
of Nargis formation by Kikuchi et al. (2009) is
helpful in understanding these processes. According
to their conclusion, Nargis was transformed from a
synoptic-scale disturbance characteristic of a low-
level cyclonic circulation coupled with deep con-
vection associated with a BSISO event. The nature
of the northward movement of the BSISO mode
would facilitate further development of the distur-
bance. A further discussion will be presented in sec-
tion 5.2.

4.2 MJO mode

Like the BSISO, the composite MJO life cycle
(Fig. 8) exactly follows the MJO life cycle shown
by the two EEOFs (Fig. 2b). Namely, the MJO
convection is characterized by an eastward propa-
gation along the equator with a small southward
shift (Fig. 2b). There are, thus, no apparent wet
and dry phases that largely a¤ect precipitation in
the NIO, as they do in the BSISO mode. For con-
venience we refer to the phases 4 to 7 as ‘‘wet’’ and
the other phases as ‘‘dry’’. Without a northward
propagation of convection in the NIO, a less-
apparent large-scale cyclonic circulation in the
lower troposphere is found in the wet phase.

Consequently, the impact of the MJO mode on
TC formation appears to be much less compared
to the BSISO case; only 25 genesis cases were asso-
ciated with significant MJO events in contrast to

67 cases associated with significant BSISO events.
TC formation is only slightly enhanced by the wet
phase of the MJO mode over the Indian Ocean.
The most significant impact occurs during phase 8,
which is one of the dry phases, of the MJO mode
when the active convective area passes through
Malay Peninsula. A more detailed analysis of the
di¤erent impacts of the BSISO and MJO mode
will be discussed in section 5.2.

4.3 An integrated view

We found that the number of TC formation
events associated with the BSISO mode is about
three times higher than those associated with the
MJO mode. To understand the relative role of the
BSISO and MJO modes in TC formation in terms
of the annual cycle, we show the number of TC for-
mation events related to a particular phase of sig-
nificant BSISO or MJO events together with the
climatological amplitude of each mode as a func-
tion of the calendar month in Fig. 9. As expected,
the amplitude of the BSISO mode is largest during
boreal summer and that of the MJO mode, during
boreal winter. Yet, the MJO mode has larger sea-
sonality. Climatologically, the seasonal transition
of the ISO occurs in April and October when one
mode becomes more predominant and the other be-
comes less predominant in terms of their ampli-
tudes.

TC formation related to each mode reflects the
annual cycle. Most TC formation events during bo-
real summer from May to October are associated
with the BSISO mode and those during boreal
winter from December to March are associated
with the MJO mode. Interestingly, November, in-
stead of October, is considered to be a ‘‘break-
even’’ season as well as April when the two modes
have comparable influences on TC formation. This
feature probably reflects the fact that the preference
for the mode in those months is most susceptible to
the interannual variations of the ISO.

Our strategy of treating the ISO events on the
basis of the two ISO modes appears to work well.
TC events are equally picked up in any month pro-
portional to the likelihood of TC occurrence (Fig.
1). In addition, TC events that are associated with
a certain phase of the BSISO or MJO mode are
evenly distributed in each month that is propor-
tional to the likelihood of TC occurrence. We can,
therefore, conclude that a TC event can be treated
reasonably well throughout the year, no matter
when it occurs.
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5. What is the role of the ISO in NIO TC genesis?

As shown in the previous section, a substantial
part of TC formation is related to a certain phase
of the ISO. But how does ISO contribute to TC for-
mation? Because TC genesis is viewed as a stochas-
tic process and ISO is a multi-scale system, the ISO
may a¤ect TC formation in two di¤erent ways: by
modifying the large-scale environmental forcing
and by providing a seed disturbance. Because of its
multiscale nature, separating the two roles perfectly
is di‰cult, however, the analyses shown here were
carried out in an attempt to elucidate the potential
role of the ISO in the two aspects discussed above.

5.1 Does ISO change the likelihood of TCs

by modifying GPI?

The first question we would like to raise is
whether the ISO modulates the likelihood of TC
occurrence by changing the environmental forcing.
Since the ISO is often characterized by planetary-
scale circulation, it is usually thought to act as a
modifier of the environmental conditions such as
low-level vorticity, vertical shear of the horizontal
wind, midtropospheric relative humidity, and MPI
[eq. (1)] on an intraseasonal time scale. For in-
stance, any wet phase of the BSISO mode has a
low-level large-scale cyclonic circulation (Fig. 7). A

Fig. 8. Same as in Fig. 7, except for the events associated with the MJO mode.
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passage of the wet phase of the BSISO mode is,
therefore, expected to modify the environmental
condition and make it more conducive for TC for-
mation, at least from the view point of low-level
circulation.

Figure 10 shows the horizontal distribution of
composite GPI for TC formation with reference to
the inactive and active phases of the BSISO and
MJO modes. Because the actual variation of the
GPI is caused by the annual cycle plus the ISO,
the two major seasons for TC formation associated
with the BSISO mode were treated separately. Con-
sequently the two seasons, pre- and post-monsoon,
for the BSISO mode and November-to-January
season for the MJO mode are presented here. For
the BSISO mode, GPI becomes two–three times
higher in phase 8 (active phase for TC formation)
than in phase 4 (inactive phase for TC formation)
in the pre- and post-monsoon seasons (Figs. 10a–
10d). The higher GPI correlates with the active
convective region of the BSISO mode (Fig. 7) and
TC formation.

On the other hand, for the MJO mode the rela-

tionship is quite di¤erent. The GPI becomes twice
as high in phase 4 (inactive phase for TC formation)
than in phase 8 (active phase for TC formation). The
higher GPI occurs to the east of the active convec-
tion region of the MJO mode (Fig. 8). In phase 8,
most TC formation events take place in the Bay of
Bengal around 10�N. A clue to understanding why
higher GPI associated with the MJO mode does not
lead to a higher probability of TC formation events
will be discussed in the next subsection.

5.2 Could ISO provide a seed for TC genesis?

As discussed in section 1, the ISO is thought
to encompass some synoptic scale disturbances.
Therefore, the second question we would like to ad-
dress is whether the ISO can act to increase weather
noise or provide more seed disturbances for TC for-
mation. In order to answer this question, we con-
ducted a detailed analysis of composite cases using
JRA’s high-resolution reanalysis data (Fig. 11). As
explained in section 2.1, the synoptic-scale horizon-
tal wind component was extracted by Kurihara’s
method. A composite was then constructed with

Fig. 9. Number of TC formation events (ordinate) that occurred in association with the (a) BSISO mode and
(b) MJO mode during each calendar month for the period 1982–2008. Each number inside a bar bin repre-
sents the phase of each ISO mode. Phases that have high likelihood in the composite (Figs. 7 and 8) are
shown by darker colors. The solid curves indicate the annual variation of the amplitudes of the (a) BSISO
and (b) MJO modes represented by equations (5) and (6), respectively.
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reference to the TCs formed in the central Bay of
Bengal (major TC formation location) in phase 8
for both BSISO and MJO modes. The treatment
made here makes it possible to represent synoptic-
scale disturbances, that are cancelled out in a popu-
lar composite method like that used in Figs. 7 and
8. Further, note that using NCEP-DOE reanalysis
data reproduces consistent results.

In both cases, synoptic-scale cyclonic distur-
bances can be traced back at least six days prior to
TC formation (tropical-depression strength). In the
BSISO case, a major convective area is located
along the equator on �6 day. A pair of cyclonic cir-
culations appear in both hemispheres and makes a
strong westerly wind burst near the equator. The
zonally elongated shape of the cyclonic circulation

Fig. 10. Horizontal distribution of composite genesis potential index (GPI) with reference to the inactive
(active) phase for TC formation in left (right) panels associated with the BSISO mode during May–June
(upper panels) and September–November (middle panels) and the MJO mode during November–January
(lower panels). A composite was constructed using daily GPI data for the period 1982–2008 in the same
way as in Fig. 7. TC formation events that occurred in association with the corresponding mode during
the corresponding season for the period 1979–2008 are denoted by solid dots.
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partly reflects the diversity of each sample in the
zonal location. Three days later, the convection
moves eastward with the strengthened westerly

wind burst. On 0 day, the deep convective center
coincides with the TC formation location and
coincides with the center of the low-level cyclonic

Fig. 11. Horizontal structure of OLR (shading) and 850-hPa wind (vectors) for the composite TC genesis
scenario associated with the (a) BSISO and (b) MJO modes. A composite is constructed with reference to
the TCs that formed in the central Bay of Bengal (5�–15�N, 80�–100�E) in phase 8. The abscissa and ordi-
nate are relative longitude and latitude, respectively, with reference to the mean TC formation location
(10�N, 90�E). Maps are drawn for convenience. The data used for the composite is unfiltered OLR and
disturbance component of the horizontal winds based on the separation method developed by Kurihara et
al. (1993). Statistically significant winds (either u or v) at 90% confidence level are denoted by thick vectors.
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circulation. Therefore, the seed disturbance in the
BSISO case is the shear vorticity associated with
the enhanced equatorial westerly burst. This is sim-
ilar to the Nargis-formation scenario (Kikuchi et al.
2009) and confirms that Nargis is a typical case.

In the MJO case, on the other hand, the feature
is somewhat di¤erent. On �6 day, a convection
anomaly is present just to the west of the Maritime
Continent. A cyclonic circulation flowing into the
convection is seen in the northern hemisphere. On
�3 day, a cyclonic circulation together with the
associated convection is present near the location
of the TC formation. As expected from Fig. 8 and
Fig. 2b, the main convective area is present far to
the east of the TC-formation location at this time.
Thus, this seed cyclonic circulation appears as a re-
sidual disturbance of the MJO. Similarly, di¤erent
sources reports that westward propagating residual
disturbances of the TCs that occur in the western
North Pacific transformed into monsoon depres-
sions in the Bay of Bengal (Krishnamurti et al.
1977; Saha et al. 1981; Chen and Weng 1999).
Note that the o¤-equatorial residual component
shown in Fig. 11b closely resembles the moist
Rossby waves that emanate from the equatorial
Kelvin-Rossby wave packet (Wang and Li 1994;
Wang and Xie 1997). We interpret it as a con-
vectively coupled Rossby wave that escaped from
the major convective complex of the MJO, which
can only occur when the major body of the MJO
passes through the Indian Ocean (in the dry phase
8).

In conclusion, from common features in both
modes, the ISO appears to have the potential of
provide a synoptic-scale disturbance accompanying
an organized convection that acts as a seed for TC
genesis. The synoptic disturbance provided by the
BSISO mode is a cyclonic vorticity anomaly lo-
cated to the north of the prominent equatorial
westerly wind burst when the Indian Ocean is in a
wet phase. The disturbance provided by the MJO
mode is a convectively coupled Rossby wave low
that escaped from the major body of the MJO
mode situated over the Maritime Continent when
the Indian Ocean is in a dry phase. Although the
composite is based only on the specific phase, it
can be easily imagined that the same process takes
place for other wet phases of the BSISO mode.
Together with the results from the previous sub-
section, we can conclude that the BSISO mode
enhances TC formation by modifying the environ-
mental forcing and providing a seed disturbance.

The MJO mode, in contrast, enhances TC forma-
tion only by providing a seed disturbance.

6. Summary

To improve our understanding of TC genesis in
the northern Indian Ocean (NIO), a statistical anal-
ysis based on 30 years (from 1979 to 2008) of data
was carried out to elucidate the relationship with
the tropical intraseasonal oscillation (ISO). Special
attention has also been paid to comparing the result
with TC Nargis, which emerged in the Bay of
Bengal in April 2008. Because the literature docu-
menting TC behaviors in the NIO are very limited,
the genesis potential, maximum potential intensity,
and prevailing tracks are also addressed in an at-
tempt to relate them to environmental forcing.

While the number of TC genesis events is primar-
ily concentrated during fall, strong storms tend to
occur in spring, especially in April due to favorable
large-scale circulation for TC development taking
place in the pre-monsoon season. In addition, these
TCs tend to hit the west coast of the Indochina
Peninsula due to the prevailing steering flow (Ya-
mada et al. 2010). Nargis was one of them and
occurred under an abnormally conducive environ-
mental conditions for April. Nargis is considered
to be a typical TC in April in terms of intensity
and motion.

Another important aspect with reference to Nar-
gis formation revealed using a long-term dataset
is the connection with the ISO. In this study, two
types of ISO modes were objectively and quantita-
tively defined: the BSISO mode represents a typical
boreal summer ISO, and the MJO mode represents
a typical boreal winter ISO. Over 60% of TCs occur
in association with the two ISO modes, but the
majority of them (over 70%) are attributed to the
BSISO mode. The BSISO mode primarily a¤ects
TC formation in May–June and September–
November, while the MJO mode a¤ects TC forma-
tion primarily from November–December. April
and November are transitional months in which
both the BSISO and MJO modes a¤ect TC forma-
tion.

BSISO and MJO modes a¤ect TC formation in
di¤erent ways. For the BSISO mode, TC formation
is enhanced when the wet phases of the BSISO
mode overlay the NIO. For the MJO mode, TC
formation is enhanced only after the MJO convec-
tion passes over the Malay Peninsula and when the
Indian Ocean is in a dry phase. This is attributed to
the fact that the BSISO and MJO modes have dis-
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tinctive life cycles and structures. The BSISO mode
has a clear northward propagating convection ac-
companying a cyclonic circulation, which results in
a strong wet phase influencing TC formation in the
NIO. In contrast, the MJO mode has a predomi-
nant eastward propagating feature, which makes a
weak wet phase in the NIO, and consequently, has
a weaker modulation e¤ect on TC formation.

Distinctive life cycles also make the BSISO and
MJO modes a¤ect TC genesis di¤erently. As a
large-scale forcing on an intraseasonal time scale,
the BSISO mode makes the environmental forcing
more conducive for TC genesis during its wet phase
while the MJO mode does not. On the other
hand, both the BSISO and MJO modes provide a
synoptic-scale seed disturbance at least 6 days prior
to TC formation. The synoptic disturbance pro-
vided by the BSISO mode is a cyclonic vorticity
anomaly to the north of the equatorial convection
and westerly wind burst, whereas the disturbance
provided by the MJO mode is a convectively
coupled Rossby wave that breaks away from the
major body of the MJO convection. In conclusion,
the BSISO mode enhances TC formation not only
by modifying environmental forcing but also by
providing a seed disturbance. The MJO mode, in
contrast, a¤ects TC formation only by providing
a seed disturbance. The results support the idea
proposed by Kikuchi et al. (2009) that the ISO has
a potential ability to influence TC formation more
directly by seeding a pre-TC perturbation other
than by changing the environmental conditions to
facilitate the development of an incipient distur-
bance.

While not all events are attributed to the ISO,
monitoring of the ISO, especially the BSISO mode,
will contribute to a better forecast of TC formation
in the NIO. To achieve a more comprehensive
understanding of TC formation in this region, the
role of quasibiweekly waves and mixed Rossby-
gravity waves should be taken into consideration
in the future.
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