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ABSTRACT

This study documents the detailed characteristics of the tropical intraseasonal variability (TISV) in the

MRI-20km60L AGCM that uses a variant of the Arakawa–Schubert cumulus parameterization. Mean states,

power spectra, propagation features, leading EOF modes, horizontal and vertical structures, and seasonality

associated with the TISV are analyzed. Results show that the model reproduces the mean states in winds

realistically and in convection comparable to that of the observations. However, the simulated TISV is less

realistic. It shows low amplitudes in convection and low-level winds in the 30–60-day band. Filtered anom-

alies have standing structures. Power spectra and lag correlation of the signals do not propagate dominantly

either in the eastward direction during boreal winter or in the northward direction during boreal summer. A

combined EOF (CEOF) analysis shows that winds and convection have a loose coupling that cannot sustain

the simulated TISV as realistically as that observed. In the composited mature phase of the simulated MJO,

the low-level convergence does not lead convection clearly so that the moisture anomalies do not tilt westward

in the vertical, indicating that the low-level convergence does not favor the eastward propagation. The less

realistic TISV suggests that the representation of cumulus convection needs to be improved in this model.

1. Introduction

Tropical intraseasonal variability (TISV) exhibits the

following two dominant modes: the boreal winter

Madden–Julian oscillation (MJO; Madden and Julian

1971, 1972) and the boreal summer intraseasonal oscil-

lations (ISOs; Yasunari 1979; Wang and Rui 1990).

These two modes have both distinct and similar char-

acteristics. The MJO exhibits eastward propagation at

zonal wavenumbers 1–3 and in a 30–60-day period.

Zonal wind anomalies are out of phase in the lower and

higher troposphere; they are closely coupled with con-

vection. The coupled pattern initiates in the western In-

dian Ocean then slowly propagates eastward at a speed

of 5 m s21 in the Eastern Hemisphere. Wind anomalies

in the atmospheric boundary layer lead in the eastward

propagation, building up the moist static energy that

fosters deep convection. In contrast, the ISOs have a

complex structure exhibiting both eastward and north-

ward propagations (Wang and Rui 1990; Annamalai and

Slingo 2001; Lawrence and Webster 2002). The north-

ward migration prevails over the Indian Ocean and in the

west Pacific from near the equator to 208–308N so as to

modulate the Asian summer monsoon at a 30–40-day time

scale. Winds and convection associated with the ISO are

also closely coupled, moving northward coherently. The

MJO–ISO distinction characterizes the TISV season-

ality that is attributed to the changes in the background

basic state of the atmosphere (Wang 2005).
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General circulation models (GCMs) have great diffi-

culties in simulating the TISV realistically. Early prim-

itive models that had coarse resolution and simple phys-

ical processes produced eastward-propagating MJO-like

signals that are much faster than those observed (Hayashi

and Golder 1986; Lau and Lau 1986). Even the state-of-

the-art GCMs with increased resolution and improved

physical processes show large deficiencies in capturing

the MJO features (Park et al. 1990; Slingo et al. 1996;

Wu et al. 2002; Lin et al. 2006). Some models simulated

an MJO with a standing structure. Others produced the

eastward propagation while the amplitude is too low,

the period is too short, or the phase speed is too fast.

The modeled coupling between convection and winds is

generally weak (Zhang 2005). The simulated ISOs are

even less realistic because of their increasing complexity

consisting of both northward- and eastward-propagating

components (Waliser et al. 2003).

Cumulus convection, which produces latent heat as a

primary driving force to the TISV, is represented by

parameterization schemes in the GCMs. Because the

cumulus has a small spatial scale and short lifetime, in-

cloud processes are modeled only crudely because of

insufficient observations. As a result, the schemes have

a large number of uncertainties, which contributes

greatly to the difficulties of the GCMs in simulating the

TISV. For example, closure conditions of the schemes

contribute differently to the simulated TISV. Slingo

et al. (1996) reported that the signal tends to be rela-

tively more realistic in some of the 15 AGCMs that use

a closure based on buoyancy than in others that have a

closure associated with moisture convergence. How-

ever, Lin et al. (2006) suggested that only schemes

having a closure linked to moisture convergence could

produce relatively better MJO. Using a similar buoyancy-

based closure, Zhang and Mu (2005) showed that the

simulated MJO is more sensitive to the buoyancy ten-

dency in the free atmosphere than to that in the whole

column. In contrast, Sperber and Annamalai (2008) did

not find any sensitivity of the simulate ISO to any par-

ticular closure.

Cloud-resolving models, which represent the cumulus

explicitly, can overcome some fundamental uncertainties

in the parameterization schemes. These models thus

simulated the TISV more realistically. Ziemiański et al.

(2004) embedded a cloud system–revolving model in a

300-km AGCM over the tropical western Pacific. The

simulated MJO-like disturbances are much more

prominent than in the default model that uses the cu-

mulus scheme only. Miura et al. (2007) reported that an

MJO event was realistically simulated by a 7-km global

cloud-resolving model using the observed initial condi-

tions. Nonetheless, the cloud-resolving models have such

an extraordinarily high resolution that present computing

power can afford a simulation of less than 2 months, which

is too short to disclose the periodicity and seasonality of

the TISV. Conventional AGCMs with increased resolu-

tions and improved cumulus schemes are still necessary

for simulating the long-term climate variability associated

with the TISV.

The success of the cloud-resolving models suggests

that the mesoscale circulations associated with the cu-

mulus convection may be important to the simulated

TISV. Gustafson and Weare (2004) supported the im-

portance by showing that a regional model at a 60-km

horizontal resolution can improve the simulated MJO,

even without intraseasonal perturbations prescribed by the

lateral boundary conditions. However, cumulus parame-

terizations (e.g., Arakawa and Schubert 1974) generally

neglect the effect of the mesoscale circulations; this ef-

fect can be included by increasing model resolution. A

GCM with finer vertical resolution improved the simu-

lated TISV (Inness et al. 2001), but the dependence

of the simulated TISV on increasing horizontal reso-

lution is inconsistent. Some models show improvement

(Hayashi and Golder 1986), while one reported no ef-

fect (Martin 1999) and others even deteriorated the

signal (Gualdi et al. 1997; Liess and Bengtsson 2004).

Because the horizontal resolution of these models is

typically larger than 200 km, a resolution of tens of ki-

lometers is probably necessary to resolve the mesoscale

circulations, as in Gustafson and Weare (2004).

In spite of the overall nonsuccess, some GCMs at a

300-km resolution can improve the simulated TISV

by using alternative cumulus schemes. Maloney and

Hartmann (2001) demonstrated that the relaxed Arakawa

and Schubert (1974) scheme improved the variance,

periodicity, and eastward propagation of the TISV in the

National Center for Atmospheric Research (NCAR)

Community Climate Model version 3 (Kiehl et al. 1998).

Liu et al. (2005) reported that the Tiedtke (1989)

scheme enhanced the MJO disturbances in the NCAR

Community Atmospheric Model version 2. The im-

provements in these two schemes were probably ach-

ieved by including more sophisticated cloud processes.

For example, a cloud ensemble and different water phases

in clouds, rather than a bulk model, are described by the

relaxed Arakawa–Schubert scheme. Turbulent effect and

vertically variable entrainment are included in the Tiedtke

scheme. When these relatively successful schemes are

used in a GCM that has a resolution that is high enough

to resolve the mesoscale circulations, whether and why

the simulated TISV can be improved are the objectives

of this study.

An AGCM at a horizontal resolution of T956 (approx-

imately 20 km) and with 60 vertical levels using a variant of
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the Arakawa–Schubert scheme has been developed with

joint efforts of the Japan Meteorological Agency (JMA)

and Meteorological Research Institute (MRI) of Japan;

this model is termed the MRI-20km60L AGCM. Ear-

lier, a 10-yr run was carried out using the climatological

SST as external forcing. Rajendran et al. (2008) exam-

ined the TISV partially in power spectra and eastward

propagation in this particular run. They reported that

the simulated TISV exhibits eastward propagation in

200-hPa velocity potential, while the power spectra

concentrate on periods longer than 90 days. This study

continues to investigate the simulated TISV in detail

and understand why the simulated TISV is less realistic

in a 27-yr Atmospheric Model Intercomparison Project

(AMIP; Gates 1992) run using the monthly evolving

SST as external forcing. Variance, power spectra, and

lag correlation are diagnosed to disclose the modeled

TISV features. Following Wheeler and Hendon (2004,

hereafter WH04), a composited phase 3 of the MJO

is constructed to investigate the simulated convection–

circulation interaction. This MJO phase has a convection

maximum along the equator near 908E and a minimum to

the west of the date line. Section 2 briefly introduces the

model and methodology. Section 3 presents the TISV

characteristics and the horizontal and vertical structures

of the constructed MJO in phase 3. Section 4 discusses

possible causes of the nonsuccess.

2. Model and methodology

a. Model

The MRI-20km60L AGCM is developed for both

climate simulation and weather prediction. It is based

upon the global numerical weather prediction (NWP)

model of the JMA, version JMA-GSM0103, with modi-

fications and improvements. A detailed description of

the model can be found in Mizuta et al. (2006); a sum-

mary is presented here.

This model uses a spectral transform on the sphere

triangularly truncated at 959 waves on 1920 3 960 grid

cells (approximately 20 3 20 km2) and a sigma-pressure

hybrid coordinate with 60 vertical levels. The 20-km

horizontal resolution is able to resolve the mesoscale cir-

culations associated with the cumulus convection, which is

represented by the Arakawa–Schubert scheme with some

revisions. The cloud-base mass flux is determined by

solving a prognostic equation (Pan and Randall 1998).

The upward mass flux has a profile linearly related to

height (Moorthi and Suarez 1992). Effects of entrainment

and detrainment in downdraft are included between the

cloud base and cloud top (Nakagawa and Shimpo 2004),

which reduces the cooling bias in the tropical lower tro-

posphere. In addition, clouds are formed prognostically

(Smith 1990); cloud amount and cloud water content are

statistically estimated (Sommeria and Deardorff 1977).

Cloud water is in liquid state above 08C and in ice state

below 2158C; between 2158 and 08C the fraction changes

linearly with temperature. A quasi-conservative semi-

Lagrangian scheme (Yoshimura and Matsumura 2003)

is implemented for stable and efficient time integrations

so that the model is able to use a 6-min time step.

The model is forced with monthly SST evolving from

1979 to 2005. Six-hourly outputs are archived, from

which daily mean is derived. A two-step box-mean linear

interpolation is used to convert the high-resolution data

to 18 3 18 then 2.58 3 2.58 for analysis. The December–

February (DJF) and June–August (JJA) climatology is

derived from the daily output.

b. Methodology

The U.S. Climate Variability and Predictability (CLI-

VAR) MJO Working Group has developed a standard

software package for evaluating both the MJO and ISO

in GCMs. The variables in the package include obser-

vational datasets of the National Oceanic and Atmo-

spheric Administration (NOAA)-interpolated outgoing

longwave radiation (OLR) and the National Centers for

Environmental Prediction (NCEP)–NCAR reanalysis

(Kalnay et al. 1996) products of 850- and 200-hPa zonal

winds at a 2.58 3 2.58 resolution for the period of 1979–

2005. Daily anomalies are derived by subtracting the

long-term mean. A 20–100-day bandpass filter is then

applied to the daily anomalies. Standard metrics, in-

cluding estimation of variance, power spectra, lag cor-

relation, EOF analysis, and combined EOF (CEOF)

analysis, are applied to the filtered series. Apart from

these metrics, by incorporating the methods outlined in

WH04, modeled anomalies of 200-hPa zonal wind are

projected onto the observed first two CEOFs to select

events for constructing the horizontal and vertical

structure of the MJO in phase 3. Section 3d describes

the procedure in detail.

3. Results

a. Mean states

A necessary, but perhaps not a sufficient, condition

for GCMs to represent the TISV is the capture of the

time-mean climatology in precipitation and zonal wind

(Slingo et al. 1996; Wang and Xie 1997; Inness et al.

2003; Jiang et al. 2004). The MRI-20km60L AGCM has

simulated realistic mean states in equatorial zonal winds

during both the DJF and JJA seasons (Fig. 1). The

westerly winds at 850 hPa during DJF (Fig. 1a) over
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southern equatorial areas in Africa and the Indian

Ocean up to the date line is realistically simulated in

both spatial range and magnitude compared to the

NCEP–NCAR reanalysis. The gray thick curve, which

represents the zero line for the reanalysis, mostly coin-

cides with that in the model and extends over the entire

southern equatorial areas in the Eastern Hemisphere.

The westerly winds in this area are essential for the

MJO in eastward propagation (e.g., Slingo et al. 1996;

Inness et al. 2003). Many GCMs with coarse resolution,

typically 300 km, are able to simulate the westerly winds

in only part of the area (e.g., Maloney and Hartmann

2001; Inness et al. 2003).

The zonal wind shear between 200 and 850 hPa from

the northern Indian Ocean to the South China Sea traps

the equatorial waves in the Asian summer monsoon

region, thereby promoting the northward propagation

of the ISO mode (e.g., Wang and Xie 1997; Jiang et al.

2004). Here we only show the zonal wind at 850 hPa for

clarity; that at 200 hPa has a similarly realistic pattern.

As shown in Fig. 1b, the model has produced compa-

rable westerly jets at 850 hPa from Africa to the west

Pacific. The simulated zero, indicated by the first solid

line adjacent to the dashed line, is collocated with that in

the reanalysis (the thick gray line); the modeled west-

erly winds fall within the same range as the reanalysis in

western Africa, the equatorial Indian Ocean, and the

western Pacific.

Mean-state OLR in the MRI-20km60L AGCM has a

pattern comparable to observations as reported by

Rajendran et al. (2008). This is also supported by the

two nearly coincident bold contours in Fig. 2 that rep-

resent the 230 W m22 of OLR in the NOAA satellite

observations (gray) and in the model (black). None-

theless, differences exist between the model and the

observations during DJF and JJA. For example, during

DJF (Fig. 2), the model produces somewhat higher

OLR, indicating less active convection, over the tropics

in Africa, eastern Indian Ocean, and South America.

The Indian Ocean, in particular, displays a dipole of

622 W m22 deficit, indicating more active (suppressed)

convection in the west (east). This biased convection

dipole also occurs in the composited phase 3 of the

model MJO. During JJA (not shown), convection over

the Bay of Bengal, Indo-China Peninsula, and South

China is weaker than observed, while it is stronger over

the central Indian Ocean along 608E. Such deficiencies

in mean OLR correspond to unrealistic TISV features

as described below.

b. Variance, power spectra, and lag correlation

The climatology in winds and convection are simu-

lated well by the MRI-20km60L AGCM, but the TISV

variance (filtered 20–100 day) is much lower than that in

the observations. To assess the zonal extent and mag-

nitude of the TISV, in Fig. 3 we show the model-to-

observation ratio in the OLR variance. In both seasons,

the zonal extent in variance is fairly well captured, but a

deficiency in the amplitude is noted. In boreal winter,

over the known MJO active regions of the deep tropical

(108S–108N) Indian and western Pacific Oceans, the

ratio is around 0.5, suggesting that the model is only able

to produce about 50% of the observed variance. Simi-

larly, in boreal summer (Fig. 3b), about 40%–60% of

the variance is simulated in the ISO active regions of

the eastern Indian Ocean, South China Sea, and western

FIG. 1. Long-term-mean (1979–2005) zonal wind at 850 hPa in the MRI-20km60L AGCM for

(a) DJF and (b) JJA. Contours are 220, 210, 25, 0, 2.5, 5, 10, and 20 m s21, with dashed as

negative and the first solid line adjacent to a dashed as zero. The thick gray curve corresponds to

zero from the NCEP–NCAR reanalysis.
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Pacific. The simulated 850-hPa zonal wind variance (not

shown) also has patterns similar to the observations, but

with low amplitudes.

Corresponding to the low variances, the power spec-

tra of the simulated TISV are low. Modeled zonal winds

at the upper troposphere have patterns in power spectra

in this Atmospheric Model Intercomparison Project

(AMIP) run, similar to those in the climatological run

reported by Rajendran et al. (2008). The power is prom-

inent at zonal wavenumbers 1–3 during boreal winter,

while it is concentrated on time scales greater than

90 days, much longer than the 30–60 days in the ob-

servations (not shown). The simulated power spectra in

low-level winds are even less realistic. For comparison,

Fig. 4a shows the frequency–wavenumber power spectra

in the observed 850-hPa zonal wind along the equator

averaged between 158S and 158N in November–April

seasons during 1979–2005. In the observations (Hendon

and Salby 1994), the power is concentrated at 30–60

days and at zonal wavenumbers 1–3. Specifically, the

central value is above 0.08 m2 s22 at a 60-day period and

at zonal wavenumber 1, which is dominant in the east-

ward direction. In contrast in the model, although the

eastward component at zonal wavenumber 1 domi-

nates (Fig. 4b), the amplitude is substantially lower

(0.02 m2 s22 versus about 0.08 m2 s22) and distributed

over a wider time scale (30–100 days). The simulated

power for westward direction is comparable to the re-

analysis but is almost as large as its eastward counter-

part, unlike in the observations.

The MJO is weaker during boreal summer (May–

October) than winter, which can be shown by the lower

power spectra of zonal wind at 850 hPa (Fig. 5a). The

power spectra have a central value of 0.05 m2 s22 in the

eastward component, about 60% of which is in winter (cf.

Fig. 4a). In contrast, the westward component is nearly

0.01 m2 s22, indicating dominant eastward propagation.

The difference between power spectra during boreal

winter and summer partially characterizes the seasonality

of the TISV. The simulated MJO in power spectra in JJA

(Fig. 5b), however, is less than 1/5 of that observed in the

eastward propagation. The spread is near zonal wave-

number 1 at periods longer than 90 days. Such weak power

spectra in both seasons suggest that the model does not

FIG. 2. Long-term-mean (1979–2005) OLR differences between the MRI-20km60L AGCM

and the NOAA satellite observations for DJF. Contour interval is 7.5 W m22, with dashed as

negative and zero line omitted. The thick contours correspond to 230 W m22 for the obser-

vation (gray) and in the model (black).

FIG. 3. Model-to-observation ratio of 20–100-day-filtered variance in the NOAA OLR for (a)

November–April and (b) May–October averaged in 1979–2005. Model variance less than 150

W2 m24 is masked out and ratio # 0.6 is shaded.
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realistically reproduce the seasonality of the TISV. The

simulated OLR has similarly weak power spectra as the

zonal wind at 850 hPa (not shown).

The simulated weak power spectra in zonal winds and

convection suggest either the propagating signal is too

weak or the signal does not strongly propagate at all.

Lag correlation can more clearly disclose either prop-

agating or standing structures. Figure 6a demonstrates

the lag correlation of OLR during the November–April

season in the observations with the mean of 108S–108N

on 908E as the reference point where the OLR has a

maximum variance. An eastward-propagating signal starts

from day 220 in Africa to the western Indian Ocean,

moves slowly eastward at about 5 m s21, crosses the

reference point at day 0, and reaches the date line on the

next day 215, showing a 60-day period. The simulated

FIG. 4. Frequency–wavenumber power spectra (m2 s22) of the 850-hPa zonal wind along the

equator (158S–158N mean) during November–April averaged in 1979–2005 for (a) the rean-

alysis and (b) the MRI-20km60L model.
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OLR (Fig. 6b), however, has a dominant standing struc-

ture centered at 908E. Isolated moving patches are seen

in both eastward and westward directions. In particular,

signals in Africa and the western Indian Ocean are com-

pletely separated from those of the reference point. This

modeled standing structure also occurs in zonal winds at

850 hPa (not shown), although the signals are more con-

nected with the reference in both eastward and westward

directions than in OLR. Lag correlation in zonal winds at

200 hPa has more organized eastward propagation fea-

tures than those in OLR and 850-hPa zonal wind, even

though the overall pattern is still less realistic, similar to

the climatological run (Rajendran et al. 2008). We will

use the relatively better simulated anomalies in 200-hPa

zonal wind to derive the MJO events.

The ISO in the observations dominates in the north-

ward propagation separately in the Indian Ocean and in

the west Pacific (Yasunari 1979; Wang and Rui 1990).

The lag correlation of filtered OLR during May–

October in the Indian Ocean sector is shown in Fig. 7, with

FIG. 5. Same as Fig. 3, but for May–October.
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the equator as the reference point averaged between 808

and 1008E. In the observation (Fig. 7a), the ISO initiates

with a suppressed phase just south of the equator on day

225, and then strengthens and matures around day 215.

The signal moves in both southward and northward di-

rections. The southward branch reaches 208S on day 25,

which is sooner than the northward branch that reaches

228N on day 0. The active phase of the oscillation reaches

its maxima on day 0 at the equator and also moves in both

the southward and northward directions. However, this

phase can reach 308N, much farther northward than the

suppressed phase. The active phase decays on the equator

near day 10, showing a 35-day period.

The simulated ISO in the Indian Ocean sector (Fig.

7b) oscillates similarly to that in the observations on the

equator. A suppressed phase starts on day 225, matures

on day 215, and switches to an active phase on day 210.

The successive active phase on the equator matures on

day 0 and decays on day 10. Thus, the oscillation has a

period of 35 days, comparable to that observed. In spite

of the similar periodicity, the simulated ISO in the

Indian Ocean sector has centers of 20.2 for the sup-

pressed phase and 0.5 for the active, which is weaker than

those observed. The northern branches in both suppressed

and active phases can only reach 108N, while the southern

branches can propagate as far as 308S. The main signal is

confined within 128S and 108N, which is much narrower

than that observed, and it has a standing structure.

Observed ISO in the west Pacific sector has distinct

features compared to that in the Indian Ocean sector.

The lag correlation in Fig. 8 uses a reference point av-

eraged between 1158 and 1358E on the equator during

FIG. 6. Lag correlation in OLR along the equator during November–April in 1979–2005 for (a)

the NOAA observations and (b) the MRI-20km60L model. Reference point is the mean of 108S–

108N on 908E. Shaded values are above 99% significance level.
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the May–October season. The observed ISO (Fig. 8a)

has a 40-day period on the equator, but its center value

is about 20.2 for the suppressed phase and 0.3 for the

active phase, which is much weaker than that in the

Indian Ocean sector. The oscillation propagates prom-

inently northward and can reach beyond 408N. The

southern branch is predominately a standing feature

with lower value during the suppressed phase. During

the active phase, north and south signals are separated

near 108S. In this sector at the equator, the simulated

ISO (Fig. 8b) starts on day 210 with a suppressed phase,

and then switches to an active phase on day 5 and ends

on day 20, indicating a period of about 30 days. Mini-

mum and maximum correlation amplitudes, however,

are around 20.1 and 0.1, which is about 1/3–1/2 of those

observed. The northward part is connected with the

southward branch and can reach 308N, not as far as in

the observation. Unlike the relatively static structure in

the Indian Ocean sector, the ISO here has discernable

northward-propagating features. Because the lag cor-

relation includes all propagating information, an EOF

analysis in the following section will effectively isolate

the dominant modes of the TISV.

c. Leading EOFs and the coupled pattern

EOF analysis has been widely used to separate the

phase structures of the TISV from the filtered time se-

ries (e.g., Lau and Chan 1985; Knutson and Weickmann

1987; Maloney and Hartmann 1998). Rajendran et al.

(2008) applied the extended EOF analysis to the filtered

velocity potential at 200 hPa of the 10-yr climatological

run from the MRI-20km60L AGCM. They obtained

MJO propagating structures similar to that observed,

except the spatial scale is smaller. However, when the

FIG. 7. Lag correlation in OLR during May–October along the Indian Ocean sector for

(a) the NOAA observations and (b) the MRI-20km60L model. The reference point is the mean

of 808–1008E on the equator. Shaded values are above 99% significance level.
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EOF analysis is applied to the model OLR and zonal

wind at 850 hPa, the leading EOFs demonstrate quite

different spatial patterns from those in the observations.

Generally, the modeled EOFs have zonally asymmetric

structures that are flatter than those observed in con-

vection and winds. The variance of the first two EOFs is

too small to separate them from the rest with a statis-

tical significance. These values are listed in Table 1 with

the observations for comparison.

The first two EOFs in the observations explain 6.1%–

7.6% of the variance in OLR and 9.4%–14.8% of the

variance in zonal wind at 850 hPa. Both EOFs are

separated from the rest at a significance level with the

criterion of North et al. (1982) as disclosed in previous

studies (e.g., WH04). The corresponding two EOFs in

the model, however, explain 3%–4% of the variance in

OLR and 5.5%–6.8% of the variance in zonal wind at

850 hPa, which is about half of that observed. They are

very close to the third and fourth EOFs, so they cannot

be separated statistically. These inseparable EOFs in

both OLR and 850-hPa zonal winds suggest that the

coupling among the convection and dynamical fields can

be weak, which is demonstrated in a CEOF analysis

using OLR and zonal winds at both 850 and 200 hPa.

WH04 tested different combinations of variables for

the CEOF analysis optimizing the CEOFs to represent

the TISV for real-time monitoring and prediction. They

found out that the optimal combination is OLR and

850- and 200-hPa zonal winds, each averaged over the

latitudes of 158S–158N. They excluded the seasonal

mean and ENSO components before analysis without

bandpass filtering. The latitude average implicitly filters

out small-scale disturbances as indicated in WH04. Here

we use the bandpass-filtered data for the CEOF analysis,

which produces observed CEOFs almost identical to those

in WH04. The two leading CEOFs in the observations are

FIG. 8. Same as Fig. 7, but in the west Pacific sector and the reference point is the average

between 1158 and 1358E on the equator.
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plotted in Fig. 9 for comparison. The first mode (Fig. 9a)

starts an active MJO cycle in OLR (solid line) near

608E, where the 200-hPa zonal wind (short dashed line)

is at a negative maximum, while the 850-hPa zonal wind

(long dashed line) almost reaches a positive maximum.

The winds are in a baroclinic structure and lead con-

vection by about 908 phase. The OLR reaches its max-

imum at 908–1308E, where the zonal winds at both 850

and 200 hPa restore back to 0. At 1808 longitude, the

OLR restores to 0 while the winds almost reach their

opposite maxima. The second mode nearly mirrors the

first for a suppressed MJO cycle. Both CEOF modes

show an apparent quadrature between winds and con-

vection, which is a typical structure of the MJO (e.g.,

Hendon and Salby 1994). The CEOFs in Fig. 9 coincide

with those in WH04 (their Fig. 1), where shorter time

series were used, indicating the robustness of the structure.

The two leading CEOFs in the MRI-20km60L

AGCM, however, are quite different. In the first mode

(Fig. 10a), zonal winds at 850 and 200 hPa have the same

sign from 508–1508E, indicating a barotropic structure

rather than a baroclinic structure, as in the reanalysis.

Both winds are weak easterly and almost collocated

with the OLR from 608 to 1208E, where the observations

are separated and in quadrature (Fig. 9a). The OLR

amplitude here is barely lower than 20.4, about half of

that observed. The second CEOF is also quite different

from that in the observations. The simulated OLR has

amplitudes between 20.3 and 0.3, which is smaller than

that observed. Even though the zonal winds have a baro-

clinic structure, they are still in phase with the OLR.

Such weak coupling among convection and zonal

winds corresponds to the low explained variances by

each EOF as listed in Table 2. The first two CEOFs

explain about 22% of the variance in the observations,

but only 12% in the model. The first two EOFs of the

OLR in the model explain only 3%–4% variance, which

is much lower than the 13%–15% in the observations.

The EOFs for the simulated winds are also lower than

those observed. It is noteworthy that the EOFs for the

200-hPa zonal winds have explained a variance almost

comparably to observations. This is consistent with the

velocity potential at 200 hPa reported by Rajendran

et al. (2008). The standard deviations for the OLR and

850- and 200-hPa zonal winds in the model are all

smaller than those in the observations. From Figs. 9 and

10, and Tables 1 and 2, the model has simulated gen-

erally weak coupled patterns for the TISV.

d. Horizontal and vertical structure of the
modeled MJO

The frictional convergence mechanism (Wang 1988)

explains why the MJO exhibits eastward propagation.

During an MJO life cycle, the convergence in the at-

mospheric boundary layer is observed to lead in the

eastward propagation for building up the moist static

energy that fosters the deep convection (Rui and Wang

1990; Hendon and Salby 1994; Maloney and Hartmann

1998). As a result, the anomalous moisture and latent

heating have a westward-tilted structure in the vertical

with respect to the convection maximum (Sperber 2003;

Kiladis et al. 2005). The low-level convergence and

vertically westward-tilted pattern associated with the

MJO are absent (see Figs. 12 and 13) in the MRI-

20km60L AGCM so that the simulated signal has a

standing structure.

WH04 derived a TISV index for real-time monitoring

and prediction. By projecting the real-time anomalies

onto the two leading CEOFs, they derived two principal

components as RMM1 and RMM2. A phase map of the

RMM1 and RMM2 effectively defines the eight phases

of a TISV event. Details about the phase definition can

be found in their literature. We next follow their pro-

cedure to derive a composited phase 3 of the MJO by

projecting the zonal winds at 200 hPa in both the model

and the reanalysis onto the observed CEOFs. Because the

CEOFs are derived from the 20–100-day bandpass-filtered

datasets where components other than the TISV have

been excluded, the anomalies used for projection are cal-

culated by simply subtracting climatology from the daily

mean. The derived phase 3 of the MJO has a convection

maximum in the eastern Indian Ocean and a minimum

near the date line as shown by WH04 (their Fig. 5).

TABLE 1. Explained variance of the first four leading EOFs either in the observations or in the reanalysis and the MRI-20km60L AGCM.

EOF analysis is applied to OLR in 308N–308S, 08–3608, and to zonal wind at 850 hPa in 208N–208S, 08–3608.

OLR 850-hPa zonal wind

NOAA MRI Reanalysis MRI

Winter Summer Winter Summer Winter Summer Winter Summer

EOF 1 7.5% 7.6% 4.1% 3.0% 12.3% 14.8% 6.8% 6.8%

EOF 2 7.2% 6.1% 3.0% 2.8% 9.4% 11.9% 6.1% 5.5%

EOF 3 4.1% 4.2% 2.6% 2.7% 6.3% 5.5% 6.1% 5.3%

EOF 4 3.3% 3.0% 2.5% 2.4% 4.5% 4.8% 4.7% 4.4%
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Figure 11 shows the first two projected principal

components RMM1 and RMM2 in the model. Only a

few labels are marked for simplicity. The inner circle

includes the RMM1 and RMM2 less than one standard

deviation. To isolate phases as clearly as possible, we

choose points that are over one standard deviation in

both the RMM1 and RMM2 to represent the MJO

phase 3. These points fall in the small triangle marked

with ‘‘Ph3.’’ There are about 100 points selected in the

model. Using the time indices of these selected events,

composites of the OLR, low-level convergence, and

vertical structure of the moisture anomalies are derived

and shown in Figs. 12 and 13.

Figure 12 shows the composited anomalies of OLR,

850-hPa velocity potential, and divergent wind vectors

during the MJO phase 3. The OLR in the observations

(shaded in Fig. 12a) clearly displays a dipole structure

(cf. Fig. 9b) in the Indian and western Pacific Oceans.

The minimum OLR, indicating a maximum convection,

is less than 240 W m22 near 908E. The nonrotated

convergence at 850 hPa in the reanalysis, indicated by the

solid contours in Fig. 12a, extends from 308E to 1608W in

the 158S–158N latitudes, covering the entire tropical In-

dian Ocean and west Pacific. The convergence center,

which is represented by the velocity potential larger than

1 3 107 m2 s21 and the intersection of divergent easterly

and westerly winds, is located near 1208E, about 308 in

longitude to the east of the maximum convection. This

quadrature pattern indicates that the low-level conver-

gence leads the convection in the eastward propagation.

In contrast, Fig. 12b shows the situation in the model.

The simulated convection has two maxima in the Indian

Ocean, which is different from the one in the observa-

tions. The positive 850-hPa velocity potential extends

only from 908 to 1408E with values no larger than 2 3 106

m2 s21, elucidating a weaker amplitude and narrower

range in the simulated low-level convergence than in the

reanalysis. This less realistic low-level convergence con-

tributes to a quasi-barotropic vertical structure in the

moisture anomalies as shown in Fig. 13.

The thick gray line in Fig. 13 represents the com-

posited OLR anomalies averaged in 158S–158N

FIG. 9. The first two CEOF modes of 20–100-day filtered 850- and 200-hPa zonal winds and

OLR in the observations averaged between 158N and 158S from 1979 to 2005.
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latitudes in the NOAA observations during this MJO

phase. Clearly, a 240 W m22 minimum occurs near

908E and a 20 W m22 maximum occurs near 1808 lon-

gitude, which has been shown in Fig. 12a. These two

extremes characterize the MJO zonal asymmetry (e.g.,

Madden and Julian 1971). The modeled OLR (thick

black line), however, has two approximately 220 W m22

minima from 308 to 1208E, which is much higher than

that in the observations. Corresponding to these min-

ima, the specific humidity anomalies have two positive

areas. Interestingly, the one near 308E lags the OLR

minimum at 408E, while the other at 1008E leads

the OLR minimum at 908E in an eastward direction.

The spatial difference between the extremes of the

OLR and specific humidity is about 108 in longitude.

The extreme of the specific humidity in the observations

is clearly in concert with the OLR minimum (Sperber

2003; Kiladis et al. 2005). During the mature phase of the

MJO, the moisture anomalies tend to vertically tilt

westward with boundary layer moisture, leading con-

vection eastward by about 458 in phase (Sperber 2003;

Kiladis et al. 2005). The specific humidity anomalies

in Fig. 13 do not show such an apparent westward

tilt. This quasi-barotropic structure may explain the

FIG. 10. Same as Fig. 9, but in the MRI-20km60L AGCM.

TABLE 2. Explaining variance of the first two leading CEOFs in the observations and the MRI-20km60L AGCM.

Observation/reanalysis MRI-20km60L AGCM

Total OLR U850 U200 Total OLR U850 U200

First mode 22.2% 13.2% 31.7% 21.7% 11.9% 3.9% 11.9% 19.9%

Second mode 20.1% 15.9% 23.1% 23.8% 10.8% 3.3% 17.2% 11.9%

Std dev 8.4 W m22 1.2 m s21 3.3 m s21 7.1 W m22 0.8 m s21 2.5 m s21

2018 J O U R N A L O F C L I M A T E VOLUME 22



standing structure of the MJO as discussed in the lag

correlation (Fig. 6).

4. Summary and discussions

The tropical intraseasonal variability is prominent in

the observations but is difficult to simulate realistically

by the state-of-the-art GCMs. The difficulties are gen-

erally attributed to the quality of cumulus parameteri-

zation and model resolution, among others. The MRI-

20km60L AGCM has very high horizontal and vertical

resolution that can resolve the mesoscale circulations as-

sociated with the cumulus convection. This model uses a

variant of the Arakawa–Schubert scheme that improved

the simulated MJO in a 300-km resolution model.

Therefore, this AGCM is expected to be able to simu-

late the salient features of the TISV.

As reported by Rajendran et al. (2008), and further

disclosed in this study, however, the model has simu-

lated a TISV with low variance in the 30–60-day band.

Power spectra and lag correlation show that the filtered

signals have a standing structure, particularly in the

eastward-propagating mode during boreal winter. Con-

vection and dynamical fields are coupled too weakly to

sustain the TISV. Biased convection in the Indian Ocean

corresponds to the standing structure.

It is interesting to note that although the simulated

TISV has low variance and standing structures, the sim-

ulated background basic states in the atmosphere are

comparable to the observations, which are particularly

realistic in zonal winds. Previous studies have shown that

the realistic basic states are necessary for the initiation

and eastward propagation of the TISV. Our results in

this model, furthermore, confirm that realistic mean

states are not sufficient for a realistic TISV. There are

other vital factors that contribute greatly to the model’s

performance even when the resolution is high enough to

resolve the mesoscale circulations associated with the

cumulus convection.

One probable factor can be the high ratio of convective

to total precipitation. The model convective precipitation

occupies nearly 90% of the total in the MJO active areas

(Fig. 14). This ratio is much higher than that in the

observations. For example, Lin et al. (2004) disclosed

that stratiform precipitation can make up to 30%–40%

of the total during an MJO event, and Haertel et al.

(2008) indicated that the radar-derived stratiform pre-

cipitation contributes to the MJO by lagging the con-

vective component for nearly 10 days (their Fig. 18a).

Associated with the high ratio, long-term-mean moist

diabatic heating along the equator tends to be vertically

uniform particularly in the Indian Ocean with a maxi-

mum of 4 K day21 near 850 hPa at 608E, as indicated in

Rajendran et al. (2008). This nearly uniform profile is

different from the dipole structure as disclosed by Lin

et al. (2004), even though that structure occurred in the

west Pacific during an MJO event. The actual impact of

the vertical heating profile on the simulated TISV,

however, will be further investigated.

The weak TISV may suggest that the Arakawa–

Schubert cumulus scheme could not be applicable to a

model at a 20-km horizontal resolution. A similarly

weak and irregular TISV was also simulated in the Soul

National University 20-km AGCM implemented with a

similar cumulus scheme (I.-S. Kang 2008, personal

communication). The Arakawa–Schubert scheme as-

sumes that an area for parameterization should be large

enough to host an ensemble of shallow, middle, and

deep clouds in a very small fraction with the much larger

part for the cloud-free environment. The area-wide

processes, for example, advection and surface fluxes,

destabilize the column, while the cloud ensemble re-

leases the unstable energy through adjusting the vertical

profiles of temperature and moisture in the cloud-free

environment. In the MRI-20km60L AGCM, each grid

point is configured independently to its neighboring

points for the cumulus parameterization. A 20-km grid

box can be too small to satisfy the large-area assumption,

in particular for the cumulus clusters in hundreds and

FIG. 11. Phase space of the first two principal components

(RMM1 and RMM2) derived by projecting the zonal wind

anomalies at 200 hPa in the MRI-20km60L AGCM onto the first

two CEOFs in the observations. Each quadrant represents one

phase of the MJO with the phase 3 on the right bottom marked by

‘‘Ph3’’. Details about the phase definition can be found in WH04.
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thousands of kilometers scale associated with the TISV.

This is probably why the high-resolution version of the

Navy Operational Global Atmospheric Prediction Sys-

tem (Peng et al. 2004) replaced the Arakawa–Schubert

scheme with the Emanuel (1991) scheme that deals with

100-m scale drafts in cumulus clouds.

Because of the large number of uncertainties in the cu-

mulus schemes, the improvement of the simulated TISV in

FIG. 12. Composited anomalies of OLR (W m22; shaded), 850-hPa velocity potential (1 3 106

m2 s21; contour), and 850-hPa divergent wind vectors (m s21) in (a) the NOAA observations

and NCEP–NCAR reanalysis and (b) the MRI-20km60L AGCM during phase 3 of the MJO.

Phases are selected from the small triangle marked with Ph3 in Fig. 11.

FIG. 13. Vertical structure of the specific humidity (g kg21) in the composited MJO phase 3.

OLR anomalies averaged in 158S–158N lats during this phase are plotted in thick lines with

black for the model and gray for the NOAA observation.
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GCMs has depended greatly on test and trial of differ-

ent schemes or different features of a specific scheme

(e.g., Wang and Schlesinger 1999; Maloney and Hartmann

2001). The Meteorological Research Institute (A. Kitoh

2008, personal communication) is testing the Tiedtke

scheme for the TISV simulation in this high-resolution

model. Fundamental improvement, however, will come

through the improved cumulus schemes in representing

the cumulus–circulation interactions using expanded ob-

servations and outputs from the cloud-resolving models.
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