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Abstract

The style and evolution of volcanic eruptions are dictated by the fluid mechanics governing magma ascent. Decompression during ascent causes dissolved volatile species, such as water and carbon dioxide, to exsolve from the melt to form bubbles, thus providing a driving force for the eruption. Ascent is influenced not only by the nucleation and growth of gas bubbles, but also magma rheology and brittle deformation (fragmentation). In fact, all processes and magma properties within the conduit interact and are coupled. Ultimately, it is the ability of gas trapped within growing bubbles to expand or to be lost by permeable gas flow, which determines whether ascending magmas can erupt nonexplosively. We review and integrate models of the primary conduit processes to show when each process or property dominates and how these interact within a conduit. In particular, we illustrate how and why ascent rate may control eruptive behavior: slowly ascending magmas erupt effusively and rapidly ascending magmas erupt explosively.
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1. INTRODUCTION

Volcanoes display a wide range of eruption styles, from the effusion of lava flows or domes over periods of days to decades, to explosive eruptions that may last for as little as seconds or that may be sustained over many days and eject material into the stratosphere.

In part, the difference in eruption style can be associated with different magma viscosities: Low-viscosity, $O(1 - 10^3)$ Pa s, magmas tend to erupt effusively, whereas more viscous magmas, $> O(10^6)$ Pa s, tend to erupt explosively. A given volcano, however, can erupt the same magmas in the full range of eruption styles, e.g., Mayor Island in New Zealand (Houghton et al. 1992). The style of volcanic eruption is thus not solely governed by magma viscosity.

Understanding the processes that result in different eruption styles is a central theme in physical volcanology. Why are there transitions in eruption style? Is there a pattern in eruption style? What features of erupted materials diagnose processes that occur within the volcanic conduit through which magma rises from the subsurface where it is stored and accumulates? The answers to these questions lie in part in understanding the feedback between the various fluid mechanics processes that operate within the conduit.

Here we review the key processes that occur as magma rises to the surface within a conduit, and use numerical simulations of these processes to illustrate some of the interactions. We focus on magmatic eruptions (molten rock), but note that the ideas and processes are relevant to eruptions in general, including geysers, mud volcanoes, and cryovolcanoes that erupt melted ice.

2. HOW DO VOLCANOS WORK?

**Figure 1** is a schematic illustration of a volcano. Magma, stored in a magma chamber, contains dissolved volatile species, primarily water. Carbon dioxide and sulphur dioxide are usually present in smaller amounts, but are important both for eruption dynamics and the effects of eruptions on climate. Magma within the magma chamber may already be supersaturated in volatiles and contain a pre-eruptive exsolved gas phase (Wallace et al. 1995), or it may become supersaturated upon ascent-driven decompression, causing bubbles to nucleate at the exsolution depth and to grow as the magma continues to rise. The growth of bubbles causes the rising magma to accelerate, assuming conduit width does not change. At some point, the magma may fragment into discrete pieces. These fragments make up the material that erupts explosively in eruption columns; if magma reaches the surface without fragmenting, the eruption is termed effusive and forms lava flows (http://www.volcano.si.edu/world/tpgallery.cfm).

Eruptions can be initiated in numerous ways. Magma can be driven to the surface by overpressure within the magma chamber (Blake 1984, Jellinek & DePaolo 2003, McLeod & Tait 1999). Pressure in a magma chamber can increase if fresh magma is injected, or if bubbles form as the magma cools and crystallizes (Wallace 2001). Eruptions can also be triggered from above if a large surface load is removed, e.g.,
Figure 1

Schematic illustration of a volcano. Magma contains dissolved volatiles (predominantly water, CO₂, SO₂). Upon ascent-driven decompression, volatile solubility decreases and magma becomes supersaturated in volatiles. Gas bubbles nucleate at the exsolution surface. Volatiles continue to exsolve and bubbles grow during magma ascent above the exsolution surface. Gas may be lost from the magma by permeable gas flow through porous and/or fractured magma. Gas may escape radially into conduit walls or vertically through the magma column to the atmosphere. During explosive eruptions, bubble walls rupture catastrophically at the fragmentation surface. The released gas expands rapidly and magma ascent changes from a viscous melt with suspended bubbles to a gas flow with suspended magma fragments.

by a landslide, which allows stored magma to decompress (Lipman & Mullineaux 1981).

One important fluid mechanical process we do not discuss beyond this section is the interaction of magma in the conduit with externally derived water (as opposed to water dissolved in the magma, which forms bubbles), either groundwater or water stored in lakes or the ocean. Eruptions influenced by external water are usually termed phreatomagmatic eruptions and are not uncommon. In fact, Schmincke (2004) writes “there is hardly a volcanic eruption that has not been influenced in some ways by magma-water contact.” If heat exchange from hot magma to water occurs fast enough,
Fragmentation: a process in which the magma transforms from a continuous melt phase with bubbles to discrete pieces of magma surrounded by a continuous gas phase.

Effusive eruption: nonexplosive extrusion of magma to the surface to form lava flows and domes.

The conversion of water to steam generates large pressures. Resulting eruptions tend to be very explosive because of the high ratio of thermal expansion to compressibility of water (Wohletz 1983). The ability of water to physically mix with the magma is important in order to have a large surface area for rapid heat transfer. Given the large differences in viscosity and density between water and magma, porous magma or already fragmented magma may be essential to enhance water-magma mixing and explosive eruption (Trigila et al. 2006), or a feedback between fragmentation and mixing may be important (Böttner & Zimanowski 1998).

It is important to note that not all magmas are created equal: Differences in composition of the melt affect its viscosity, which can vary from 1 Pa s (carbonatites) to $\mathcal{O}(10^2)$ Pa s (basalts) to $\mathcal{O}(10^9)$ Pa s (rhyolites). Crystals, present in most magmas, also influence magma rheology. Furthermore, the tectonic setting where magmas are generated influences magma composition, volatile content, the rate at which magma is supplied to the magma chamber, and the overpressure needed for eruption. Hence, the great diversity in eruption style cannot be explained solely by fluid mechanics.

To a large extent, it is within the conduit where the dynamics of the eruption is determined and thus we focus on processes within the conduit. There is also a rich range of fluid mechanical processes below the conduit in magma chambers (Sparks et al. 1984), as well as above the conduit in lava flows for effusive eruptions (Griffiths 2000), and volcanic plumes and particulate density currents for explosive eruptions (Woods 1995).

3. FLUID MECHANICS

Bubbles are critical because they provide the driving force for eruptions, either by increasing buoyancy or by increasing magma chamber overpressure. The resulting ascent of the magma is governed by its rheology, as is the fragmentation process, and the ability of gases to separate from the magma. Hence, the life cycle of bubbles in magma controls, but also reflects, the eruption dynamics.

3.1. Birth: Bubble Nucleation

The volatile content of silicate melts depends strongly on pressure and to a lesser extent on temperature. Most melts are thought to be saturated in volatiles prior to eruption (Johnson et al. 1994, Wallace et al. 1995, Westrich 1992). As a consequence of magma differentiation and volatile saturated crystallization in magma storage regions, many magmas may also contain a pre-eruptive exsolved gas phase (Wallace 2004). Volatile solubility decreases with decreasing pressure and, hence, volatiles exsolve during ascent-driven decompression. At a given pressure and temperature, solubility depends on the composition of the coexisting gas phase. Models of volatile content of magmas are typically based on empirical formulations calibrated to equilibrium solubility experiments. Experimental measurements for silicic magmas are generally consistent with Henry’s law, which predicts a square-root dependence of solubility on pressure (Blank et al. 1993). However, at pressures greater than about 50 megaPascals (MPa), volcanologically significant deviations occur (Liu et al. 2005, Papale 1999a).
Bubble nucleation can be heterogeneous or homogeneous (Gardner & Denis 2004, Mangan & Sisson 2000, Mourtada-Bonnefoi & Laporte 2004, Toramaru 1989) and requires a supersaturation pressure $\Delta p_s$ to overcome the energy barrier provided by surface tension. Here $\Delta p_s$ is defined as the difference between the hypothetical pressure at which dissolved volatiles would be in equilibrium with the melt and the ambient pressure $p_m$. Supersaturation can be achieved if diffusion of volatiles from the melt into the bubbles can not keep pace with the decrease in volatile solubility caused by ascent-driven decompression. In other words, the Peclet number for volatile exsolution $Pe_{dif} = \tau_{dif} / \tau_{dec} \gg 1$ (Lensky et al. 2004, Navon et al. 1998, Toramaru 1995). Here $\tau_{dec} = p_m / \dot{p}_m$ is the characteristic decompression time, $\tau_{dif} = (S - R)^2 / D$ is the characteristic time for volatile diffusion, $R$ is bubble radius, $S$ is the radial distance from bubble center to the midpoint between adjacent bubbles, $D$ is volatile diffusivity in the melt, $p_m$ is ambient pressure of the melt, and $\dot{p}_m$ is the decompression rate. As discussed in Section 3.3, high rates of bubble nucleation may result in the catastrophic overpressurization and volume expansion thought to be associated with explosive magma fragmentation.

Classical nucleation theory (Hirth et al. 1970) predicts a very strong dependence of the homogeneous bubble nucleation rate $J$ (number of bubbles per unit volume per unit time) on the supersaturation pressure $\Delta p_s$,

$$J \propto \exp \left[ -\frac{16\pi \gamma^4}{3kT\Delta p_s^2} \right], \quad (1)$$

where $\gamma$ is surface tension, $k$ is the Boltzmann constant, and $T$ is temperature. Surface tension is typically between approximately 0.05 and 0.15 N/m, with a dependence on both temperature and composition of the melt (Mangan & Sisson 2005).

The critical supersaturation pressure $\Delta p_{s, crit}$ needed to trigger bubble nucleation during decompression can be determined experimentally by decreasing pressure of volatile-saturated magmas at a controlled rate. The barrier for homogeneous nucleation in crystal-free rhyolite is large, $\Delta p_{s, crit} > 100$ MPa, but much smaller in more mafic magmas (Mangan & Sisson 2000, Mourtada-Bonnefoi & Laporte 2004). Heterogeneous nucleation, in which the presence of certain crystals (e.g., Fe-Ti oxides) provides nucleation substrates because they lower surface tension, can greatly reduce $\Delta p_{s, crit}$ to less than a few megaPascals (Gardner & Denis 2004, Hurwitz & Navon 1994). Increases in water content and concentration of mafic crystals both reduce $\Delta p_{s, crit}$ (Mangan & Sisson 2005). The importance of large $\Delta p_{s, crit}$ for ascending, supersaturateded magmas is that once bubbles do form they grow rapidly because of large gradients in volatile content. Rapid increases in vesicularity promote explosive eruption.

### 3.2. Life: Bubble Growth

Once bubbles nucleate, ascent-driven decompression continues to decrease volatile solubility, causing volatile diffusion from the melt to the melt-vapor interface. Volatile exsolution and expansion are impeded by surface tension and viscous stresses in the melt. Because surface tension forces are comparatively small (Sparks 1978), there are
three potentially rate-limiting processes during bubble growth: 
(a) the diffusion of volatiles to the melt-vapor interface, 
(b) the viscous flow of the melt, and 
(c) the rate of change in solubility caused by decompression.

3.2.1. Viscous limit. In the viscous limit ($Pe_{vis} = \tau_{vis}/\tau_{dec} \gg 1$) surface tension, inertia, and diffusion can be neglected and bubble growth follows an exponential growth law (Lensky et al. 2004)

\[ \hat{R} = \exp \left( \frac{\hat{t}^2 \tau_{dec}}{2 \tau_{vis}} \right). \]

Here $\tau_{vis} = \eta_{melt}/\Delta p_m$ is the characteristic viscous timescale (Lensky et al. 2004, Navon et al. 1998, Toramaru 1995), $\tau_{dec}$ is the characteristic decompression timescale, $\eta_{melt}$ is the melt viscosity, $\hat{R} = R/R_0$ is the nondimensional bubble radius, and $\hat{t} = t/\tau_{dec}$ is the nondimensional time. A subscript 0 throughout this paper refers to the initial value of the given variable. Viscous retardation of bubble growth is most significant at melt viscosities in excess of $10^9$ Pa s, which generally corresponds to vesicularities in the range of 0.7 to 0.8 (Sparks et al. 1994, Toramaru 1995), shallow depths, and relatively low dissolved volatile contents. Here $p_g$, the gas pressure inside bubbles, can become significantly larger than $p_m$, resulting in the buildup of overpressure. Diffusion of volatiles to the melt-vapor interface is controlled by volatile solubility at that interface. Because the latter depends on $p_g$, viscosity-limited bubble growth leads to volatile supersaturation, a process sometimes referred to as “viscosity quench” (Thomas et al. 1994). In turn, gas overpressure and supersaturation increase the potential for subsequent accelerated bubble growth and/or rupture of the bubble wall (Section 3.3). Consequently, it has been proposed that lava domes can maintain high internal gas pressures on timescales comparable to their extrusion (Sato et al. 1992). Viscosity-limited bubble growth occurs in experiments at decompression rates of $> 0.1$ MPa/s (Gardner et al. 2000), and is also predicted by numerical models of bubbles growth (Proussevitch & Sahagian 1998, Toramaru 1995) and Figure 2b. It is also important for the expansion of pyroclasts during ascent above the fragmentation surface (Kaminski & Jaupart 1997).

**Figure 2** Model simulations of diffusive bubble growth. Solid: constant decompression rate of $p_m = 0.1$ megaPascals (MPa) s$^{-1}$ and bubble number density, $N_d = 10^{14}$ m$^{-3}$. Long-dashed: $p_m = 1$ MPa s$^{-1}$ and bubble number density, $N_d = 10^{14}$ m$^{-3}$. Short-dashed: equilibrium model. Initial conditions are $\phi_0 = 0.001$, $c_w,0 = 5$ wt.%, $c_i,0 = 268$ ppm, $T_g,0 = T_m,0 = 850$°C, and $p_m,0 = 200$ MPa. (a) Note thinning of melt shell for the $p_m = 0.1$ MPa s$^{-1}$ case represented by scaled bubble cross sections and departure from equilibrium. (b) At $p_m < 20$ MPa viscosity increase results in $Pe_{vis} \gg 1$ and in the case of $p_m = 1$ MPa s$^{-1}$ buildup of overpressure sufficient for fragmentation. (c, d) Supersaturation for $N_d = 10^{14}$ m$^{-3}$ is larger than for $N_d = 10^{14}$ m$^{-3}$. (e) Temperature of the exsolved vapor phase, $T_g$. (f) Dimensionless concentration and temperature profiles across the melt shell at $p_m = 20$ MPa.
3.2.2. Diffusive limit. During diffusion-limited bubble growth, \( \text{Pe}_{\text{dif}} = \frac{\tau_{\text{dif}}}{\tau_{\text{dec}}} \gg 1 \) and \( p_g - p_m \) is small, where \( \tau_{\text{dif}} = \frac{(S - R)^2}{D} \), and \( D \) is volatile diffusivity. In this limit volatile diffusion through the melt shell is slower than the decompression-driven solubility decrease at the melt-vapor interface. Consequently, the melt becomes supersaturated in volatiles. However, contrary to the viscous limit, supersaturation is not associated with increased \( p_g \). Bubble growth follows a parabolic growth law (Lensky et al. 2004)

\[
\hat{R} = \sqrt[3]{\frac{3}{7} \hat{\rho}_m \frac{\tau_{\text{dec}}}{\tau_{\text{dif}}} \tau_0 [3(1 - \hat{\tau})^{-2/3} - 7 + 4\sqrt{1 - \hat{\tau}} + (1 - \hat{\tau})^{-2/3}],}
\]

(3)

where \( \hat{\rho}_m = \rho_m / \rho_{g,0} \) is nondimensional melt density, \( \rho_m \) is the melt density, and \( \rho_{g,0} \) is the initial gas density. Because of the strong dependence of growth rate on concentration and, hence, supersaturation, late bubble nucleation (i.e., large supersaturation) has the potential for large growth rates.

3.2.3. Solubility limit. During solubility-limited bubble growth the system is close to mechanical and chemical equilibrium (Lensky et al. 1994). In this case \( \text{Pe}_{\text{dif}} \ll 1, \text{Pe}_{\text{vis}} \ll 1 \) and both overpressure and supersaturation remain small. Equilibrium bubble growth scales with the growth law (Lensky et al. 2004)

\[
\hat{R} = \frac{S_{k=0}}{R_0} \left( \hat{\rho}_m - \hat{\rho}_{g,0} - \hat{c}_0 \sqrt{1 - \hat{t}} \right)^{1/3},
\]

(4)

3.2.4. Numerical modeling of bubble growth. Bubble growth experiments (Liu & Zhang 2000, Mader et al. 1994, Mourtada-Bonnefoi & Mader 2001, Navon et al. 1998) demonstrate that real bubble growth includes different stages for which Navon et al. (1998) have provided analytical formulations. However, analytical models cannot account for more realistic (multicomponent) volatile solubility, nor can they capture the dynamic interaction between changes in temperature caused by bubble growth and volatile exsolution, the spatially and temporally varying viscosity of the melt phase, as well as more realistic decompression scenarios. Numerical models of bubble growth permit both the simulation of these realistic complexities and results that can be combined with other processes that occur within the conduit.

Because of the large melt viscosities and short length scales involved, the Reynolds number for bubble growth is \( \ll 1 \). Therefore, the equation of motion for the spherically symmetric bubble surface, obtained by neglecting inertial terms of the Navier-Stokes equation, is (Lensky et al. 2001)

\[
p_g - p_m = 2 \frac{v_R}{R} + 12 v_R R^2 \int_R^S \frac{\eta_{\text{melt}}(r)}{r^4} dr.
\]

(5)

Here \( v_R \) is the radial velocity of the melt-vapor interface and \( \eta_{\text{melt}} \) is the Newtonian viscosity of the melt. Mass conservation of volatiles requires that

\[
\frac{d}{dr} \left( \rho_g R^2 \right) = 3 R^2 \rho_m \sum_i D_i \left( \frac{\partial \hat{c}_i}{\partial r} \right)_{r=R},
\]

(6)

where \( \rho_g \) is gas density, \( \rho_m \) is melt density, \( D_i \) is diffusivity of volatile species \( i \) in the
melt, and $c_i$ is the mass fraction of the dissolved volatile of species $i$. Volatile diffusion is governed by (Proussevitch et al. 1993a)

$$\frac{\partial c_i}{\partial t} + v_r \frac{\partial c_i}{\partial r} = \frac{1}{r^2} \frac{\partial}{\partial r} \left( D_r r^2 \frac{\partial c_i}{\partial r} \right),$$

(7)

where $v_r$ is the radial velocity of melt at radial position $r$. Boundary conditions for the diffusion problem are

$$\left( \frac{\partial c_i}{\partial r} \right)_{r=S} = 0 \quad \text{and} \quad c_i(r = R) = f(p_g, T_g, x_i)$$

(8)

Here $c_i$ is determined from a solubility model (Liu et al. 2005) and $x_i$ is the mole fraction of volatile species $i$ in the gas phase. Gas expansion and volatile exsolution (latent heat of vaporization) cool the ascending magma, whereas viscous dissipation during bubble growth generates heat. The heat balance for a growing bubble is given by (Proussevitch & Sahagian 1998)

$$\frac{dT_g}{dt} = \Pi \left[ \rho_w c_{pm} D_T \left( \frac{\partial T_m}{\partial r} \right)_{r=R} - \sum_i \Delta H_{ev} D_r \rho_w \left( \frac{\partial c_i}{\partial r} \right)_{r=R} + \frac{R}{3} \frac{dp_g}{dt} \right].$$

(9)

Here $\Pi = 4\pi R^2/(n \ c_p \ M_g)$, $c_p$ is the specific heat of the gas mixture, $M_g$ is the mass of exsolved gas in the bubble, $c_{pm}$ is the specific heat of the melt, $D_T$ is the thermal diffusivity of the melt, $T_m$ is the temperature of the melt, and $\Delta H_{ev}$ is the latent heat of vaporization. The first term on the right represents diffusive heat flux from the melt to the gas phase, the second term is the heat of exsolution for volatile species $i$, and the third term is the change in heat due to expansion of the vapor phase. Diffusion of heat in the melt, with viscous heat generation, is given by (Bird et al. 1960)

$$\frac{\partial T_m}{\partial t} + v_r \frac{\partial T_m}{\partial r} = \frac{1}{r^2} \frac{\partial}{\partial r} \left( D_T r^2 \frac{\partial T_m}{\partial r} \right) + \frac{2 \eta}{\rho_w c_{pm}} \left[ \left( \frac{\partial v_r}{\partial r} \right)^2 + 2 \left( \frac{v_r}{r} \right)^2 - \frac{1}{3} \left( \frac{1}{r^2} \frac{\partial}{\partial r} (r^2 v_r) \right)^2 \right].$$

(10)

These equations do not account for latent heat of crystallization of the melt or for melt compressibility. Dominant terms in the heat balance are cooling of the melt by decompression of the vapor phase 0(10–100)K for typical rhyolitic magmas (Mastin & Ghiorso 2001, Proussevitch & Sahagian 1998) and diffusion of heat from the melt (0(10–100)K). The effect of gas exsolution is relatively small (0(10)K), whereas viscous heating by bubble growth is negligible. Viscous heating by magma flow in the volcanic conduit is an additional source term and is discussed in Section 4.

Model results show that during instantaneous decompression bubble growth begins with a period of accelerating growth, followed by a period of steady growth and finally a period of decelerating growth (Kaminski & Jaupart 1997, Proussevitch et al. 1993a, Toramaru 1995). Upon instantaneous decompression, bubble growth rates may vary by up to four orders of magnitude, depending on magmatic conditions (Proussevitch & Sahagian 1998). At constant decompression rates, considerable overpressure and oversaturation can be achieved for rhyolitic magmas at sufficiently fast ascent rates (>0.1 MPa/s). Two illustrative model calculations are shown in Figure 2, where in addition to H$_2$O, we also include the (realistic) presence of CO$_2$ as a second volatile species. Note that there can be considerable diffusive fractionation of CO$_2$.
Degassing: the loss of dissolved volatile species from the melt phase

relative to H₂O as a consequence of the lower diffusivity of CO₂ (Gonnermann & Manga 2005b). Because bubble number density, \( N_b \), determines the thickness of the surrounding melt, nonequilibrium is strongly dependent on \( N_b \) (Figure 2b,c,f). Gas pressure inside bubbles may exceed ambient pressure by up to several megaPascals (Figure 2b). This can be attributed to viscous retardation of bubble growth as magma viscosity increases by volatile exsolution and adiabatic cooling (Figure 2e). We see in Section 3.3 that these high gas pressures may cause explosive eruptions.

3.2.5. Coalescence. The merging of smaller bubbles to make larger ones promotes the separation of gas from the melt because the rise speed of bubbles relative to melt is proportional to \( R^2 \). Coalescence depends on melt viscosity and is probably only important in low-viscosity magmas, or more viscous bubbly magmas that are stored in the subsurface for long periods of time.

Coalescence requires the drainage of the melt in the films between two bubbles or the plateau borders between three or more bubbles. Film drainage is dominated by capillary stresses, which scale with \( \gamma/R \) for \( R < 1 \) cm (Proussevitch et al. 1993b); buoyancy stresses, which scale as \( \rho g R \), only dominate for \( R > 10 \) cm, a size achieved by very few bubbles in magmas. A drainage velocity can be estimated by balancing the pressure gradient \( \gamma/R^2 \) by viscous resistance within the film \( \eta_m v/R^2 \), where \( v \) is the velocity in the film; the length scale in the viscous stress term is the radius \( R \) rather than film thickness because the bubble-melt surface is assumed to be a free-slip surface. Thus, \( v \sim \gamma/\eta_m \) and highlights the importance of melt viscosity on coalescence. Film drainage is enhanced by shear, either by flow or by expansion of bubbles during decompression (Larsen et al. 2004). The effect of crystals on coalescence is not well characterized, but, as discussed in Section 3.1, if crystals lower surface energy, we should expect crystals to slow coalescence, both because of the lower surface energy and the obstruction of film drainage. Crystals also increase the melt viscosity, which slows film drainage and should slow the rate of coalescence (Klug & Cashman 1994). Once two bubbles coalesce, surface tension causes the ruptured bubble wall to retract. The timescale for returning to a new spherical shape scales with the relaxation time \( \eta_m R/\gamma \). For a basalt with \( \eta_m \sim 10^2 \) Pa s and \( \gamma \sim 0.1 \) N/m, this time is \( O(1) \) s for millimeter-size bubbles.

Volcanic rocks typically contain a power-law or exponential distribution of bubble sizes (Blower et al. 2001). The hallmark of volumetrically significant coalescence is a deviation in the size distribution from a single power-law or exponential distribution to a distribution with a larger-than-expected number of large bubbles (Cashman & Mangan 1994). Such evidence for coalescence is common in low-viscosity basaltic lavas (Herd & Pinkerton 1997). Occasionally coalescence is also found in more viscous magmas, where it is thought to indicate repose periods during magma ascent that provided sufficient time for coalescence (Cashman & Mangan 1994).

3.3. Death: Degassing

Degassing refers to the solubility- and diffusivity-controlled exsolution of volatiles from the melt phase during ascent-driven decompression. If we define individual parcels of ascending magma as a system, then degassing may occur in a closed system.
In this case there is no loss or gain of volatiles by a given magma parcel. In contrast, during open-system degassing (a) gas bubbles may migrate from deeper to shallower parts of the magma, (b) gas may flow from bubble to bubble through small apertures in the surrounding melt shells, and (c) bubble walls may be ruptured during magma fragmentation, allowing gas to escape.

While the detailed degassing history of an individual magma parcel may be complex, gas will ultimately be lost from the magma. This is referred to as outgassing, or open-system degassing. The style of magma outgassing modulates, and may even determine, the eruptive behavior (Eichelberger 1995, Villemant & Boudon 1998, Woods & Koyaguchi 1994). Outgassing probably starts at depth during magma ascent (Jaupart 1998, Taylor et al. 1983). The erupting magma may be outgassed to variable degrees by the time it reaches the earth’s surface, where in some cases outgassing may continue until most exsolved gas is lost from the magma (Eichelberger et al. 1986, Westrich & Eichelberger 1994). If outgassing is inefficient on the timescale of the eruption, the bubbly magma may fragment catastrophically into a gas-pyroclast dispersion (Wilson et al. 1980). In this process the potential and thermal energy of the melt and gas phases are converted to kinetic energy (Koyaguchi & Mitani 2005, McBirney & Murase 1970, Namiki & Manga 2005).

3.3.1. Outgassing. In low-viscosity mafic magmas, buoyant bubble rise may result in differential movement of bubbles and melt. Gas bubbles may rise from deeper parts of the magma to accumulate in near-surface storage reservoirs and pathways (Gerlach & Graeber 1985, Hurwitz et al. 2003). Here gas bubbles may eventually rise buoyantly or advect by convective overturn to the surface where they may burst and release gas to the atmosphere. If the magma rise velocity is small relative to the bubble rise speed, bubbles may accumulate and coalesce to produce large gas slugs that fill almost the entire width of the volcanic conduit (Jaupart & Vergniolle 1988, Parfitt 2004). Bursting of these gas slugs characterizes Strombolian eruptions with observed gas:melt volume ratios of the order of 10^5:1 (Blackburn et al. 1976, Wilson 1980). At faster magma ascent rates the difference in rise velocity between bubbles and magma becomes negligible. As a consequence of ascent-driven bubble growth the magma may fragment with observed gas:melt volume ratios close to 10^2:1, and the resultant flow forms lava fountains comprised of a central jet of gas with suspended melt droplets (Parfitt 2004, Parfitt & Wilson 1999).

In contrast, silicic magmas may outgas due to gas flowing through the porous and permeable magma without the requirement of differential movement of bubbles and melt (Edmonds et al. 2003, Eichelberger et al. 1986, Mueller et al. 2005). Some outgassing may also be the consequence of brittle deformation of the ascending magma (Section 3.4.7) allowing gas to escape through fractures within the magma body (Gonnermann & Manga 2003, Rust et al. 2004, Tuffen et al. 2003). If the conduit walls are permeable and at a lower ambient pressure than $p_g$, gas may escape from the ascending magma laterally to the wall rock (Eichelberger 1995, Jaupart & Allègre 1991). However, because of mineral precipitation by the wall-rock hydrothermal system, it remains controversial to what extent degassing into wall rocks occurs in nature (Boudon et al. 1998). On the other hand, gas flow measurements at active
silicic volcanoes (Wallace et al. 2003) demonstrate that considerable vertical gas flow through the ascending magma does take place (Edmonds et al. 2003).

Individual bubbles in magma are connected through small apertures. Here the melt film separating two bubbles has retracted during incipient bubble coalescence (Klug & Cashman 1996). The topology of the void network in magma and volcanic rocks is different from typical porous media because the aperture that connects individual bubbles governs permeability (Saar & Manga 1999). Porosity-permeability relationships for volcanic rocks (and by inference magmas) are generally based on the Kozeny-Carman equation (Carman 1956) and percolation theory (Mueller et al. 2005, Rust & Cashman 2004, Saar & Manga 1999). Generally, they are of the form

$$k(\phi) = \chi(\phi - \phi_c)^\beta,$$

where $\chi$ is an empirical constant, $\phi = (R/s)^3$ is the bubble volume fraction, $\phi_c$ is the critical bubble volume fraction (percolation threshold), and typically $2 \leq \beta \leq 4$.

Permeability measurements indicate that microfractures can play an important role in gas flow through cold lava samples (Mueller et al. 2005). Thus, an uncontroversial permeability model for vesicular magma remains elusive (Takeuchi et al. 2005). Moreover, it is likely that upscaling from lab samples to conduits will need to account for gas flow through fractures (Edmonds et al. 2003). Our compilation of permeability measurements in silicic volcanic rock and magma samples shown in Figure 3 illustrates a very large range in permeability, implying that complex outgassing behavior should be expected in nature.

3.3.2. Fragmentation. Magma fragmentation is thought to occur over a relatively narrow depth interval at the fragmentation surface (Figure 1). Traditionally, it had been assumed that fragmentation occurs at a critical volume fraction, presumably due to the instability of thin bubble walls (Gardner et al. 1996, Verhoogen 1951). Koyaguchi & Mitani (2005) suggest that such “expansion fragmentation” may only be applicable to low-viscosity magmas, consistent with analog experiments (Ichihara et al. 2002, Mader et al. 1994, Martel et al. 2000). There is, however, no clear physical evidence for the general applicability for this criterion, as vesicularity of magma fragments can range from 0 (obsidian) to >98% (reticulite). Namiki & Manga (2005) demonstrate how an expansion fragmentation criterion may derive from the potential energy of the bubbly fluid. Potential energy, a function of $\phi$ and $\Delta p = (p_l - p_w)$, determines the expansion velocity of the bubbly fluid. Based on the assumption that bubble walls break when strain, also a function of $\phi$ and $\Delta p$, exceeds a critical value, they determine a criterion for the rupture of the elastic bubble walls in terms of $\phi$ and $\Delta p$. This criterion is similar to the “stress criterion,” based on the view that fragmentation in high-viscosity magmas occurs when magma overpressure is sufficiently large to rupture bubble walls (Alidibirov 1994, McBirney & Murase 1970, Zhang 1999). The stress criterion is a functional relation between the tensile strength of the melt, $\sigma_{melt}$, the critical overpressure for fragmentation, $\Delta p_f$, and $\phi$. A recent formulation with good fit to a broad range of experimental data for real magmas is provided by Spieler et al. (2004).
\[ \Delta p_{fr} = \sigma_{melt} / \phi. \] (12)

Figure 2b shows \( \Delta p \), as well as the required overpressure \( \Delta p_{fr} \) for fragmentation based on Equation 12. The buildup of sufficient overpressure for fragmentation occurs in the viscous limit. Hence, it depends primarily on decompression rate and typically occurs in the upper part of the conduit.

An alternative to the stress criterion is the strain-rate criterion (Dingwell 1996, Papale 1999b), which postulates that strain rates at the fragmentation surface exceed the structural relaxation rate of the magma or melt phase

\[ \dot{\epsilon}_g > K \frac{1}{\tau_s} = K \frac{G}{\eta_{melt}}, \] (13)

where \( K = O(10^{-2}) \), \( \tau_s \) is the structural relaxation time discussed in Section 3.4.3, and the melt viscosity is measured at low strain rates.

3.4. Magma Rheology

The rheology of magmas is extremely variable, with viscosities ranging over many orders of magnitude, often within a single volcanic eruption. Factors that affect the rheological behavior include (a) the chemical composition of the melt phase, (b) the volatile-dependent viscosity of the melt phase, (c) the magma temperature, (d) the volume fraction and size of gas bubbles, (e) the volume fraction and shape of crystals, and (f) the rate of magma deformation.

3.4.1. Chemical composition and molecular structure of silicate melts. The structure of silicate (SiO<sub>2</sub>-dominated) melts and glasses is a disordered, three-dimensional network of interconnected SiO<sub>4</sub> tetrahedra. The rearrangement of the average molecular structure of a silicate melt is known as structural relaxation and involves breaking and remaking of Si-O bonds, in other words a self-diffusive motion of atoms. While the local structure is continually rearranging, the average structure of a melt is constant with time, akin to a dynamic equilibrium. This continual structural rearrangement is in part responsible for the viscous character of silicate melts (Moynihan 1995). The degree of polymerization determines the intrinsic viscosity of silicate melts, which can vary over orders of magnitude with chemical composition or volatile content (Giordano & Dingwell 2003).

3.4.2. Dissolved volatiles and temperature. In most magmas water is the dominant volatile species. It dissociates into molecular water and hydroxyls when it dissolves and disrupts the bridging oxygens of the silicate network. For rhyolitic melts, Hess & Dingwell (1996) developed a widely used empirical viscosity model. Viscosity varies by several orders of magnitude for typical water contents and temperatures observed in rhyolitic magmas (Figure 4). Similar dependencies are observed for other melt compositions (Russell et al. 2002), but with a less pronounced dependence on volatile content for more mafic magmas.
Dependence of silicate melt (leucogranite) viscosity on temperature and water content, after the empirical formulation of Hess & Dingwell (1996).

3.4.3. Strain-rate dependence. Silicate melts respond to applied forces with viscous deformation. This is a consequence of structural relaxation (Moynihan 1995) and can be characterized by the flow relaxation rate $\dot{\varepsilon}_r$ (Moynihan 1995; Webb & Dingwell 1990a,b; Yue & Brückner 1994). At small deformation rates ($\dot{\varepsilon} \ll \dot{\varepsilon}_r$) the melt is in a fully “relaxed” state, corresponding to Newtonian flow. At $\dot{\varepsilon} \sim \dot{\varepsilon}_r$ the flow becomes shear-thinning, with a strain-rate-dependent (SRD) viscosity defined as $\eta/\eta_{rel}$, where $\eta_{rel}$ is the Newtonian (relaxed) melt viscosity and $\eta$ is the measured viscosity. Finally, at high deformation rates ($\dot{\varepsilon} \gg \dot{\varepsilon}_r$) the induced relative motions of structural units are no longer compensated by random reordering of bridging oxygens, resulting in structural (brittle) failure of the melt.

SRD viscosities of silicate melts of a wide range of compositions and temperatures appear to have a similar dependence on the dimensionless strain rate, $\dot{\varepsilon}^* = \dot{\varepsilon} \tau_s$, (Figure 5), where $\tau_s = \eta_{rel}/G$ is the structural relaxation time with a shear modulus $G \sim 10^{10}$ Pa (Simmons 1998; Webb & Dingwell 1990a,b; Yue & Brückner 1994). Measured viscosities are well represented by the SRD equation (Simmons 1998)

$$\frac{\eta}{\eta_{rel}} = (1 + \eta_{rel} \dot{\varepsilon} / \sigma_\infty)^{-1}. \quad (14)$$

Here $\sigma_\infty \propto \eta_{rel}^{1/24}$ is the maximum shear (cohesive) strength that can be supported by the melt (Simmons 1998). In the SRD equation it is assumed that viscous
Glass transition: a change in melt behavior from a viscous to a hard, brittle material.
normalized to its value at a low water content is the same for a broad range of melt compositions (Deubener et al. 2003).

For a wide range of silicate melts and temperatures, structural failure occurs at the critical strain rate $\dot{\varepsilon}_g \sim 0.01/\tau_s$ (Webb & Dingwell 1990b). If the melt contains gas bubbles, brittle failure occurs at even lower strain rates (Thies 2002). Because of the potential for a transition from viscous flow to brittle failure during magma ascent, the dependence of the glass transition on the applied strain rate is important in volcanic eruptions (Dingwell 1996, Webb & Dingwell 1990a).

### 3.4.5. Bubbles

Magma viscosity (melt + bubbles) differs from that of the melt phase alone. At low strain rates surface tension exceeds viscous forces, that is the Capillary number $Ca = \eta_m \dot{\varepsilon} R / \gamma < 1$, and bubbles remain nearly spherical. During magma flow melt has to flow around bubbles, resulting in a net increase in the viscosity of the magma compared with the melt viscosity. At sufficiently high strain rates ($Ca > 1$), bubbles become elongated and a significant component of magma deformation is accommodated by bubble deformation and slip at the melt-vapor interface, a free-slip surface. Consequently, magma viscosity is decreased relative to the melt viscosity. Empirical viscosity formulations for vesicular silicate melts (Bagdassarov & Dingwell 1992, Stein & Spera, Thies 2002) and other liquid-bubble suspensions at $Ca \ll 1$ and at $Ca \gg 1$ (Llewellin & Manga 2005, Rust & Manga 2002) are summarized in Figure 6.

### 3.4.6. Crystals

Owing to decompression and cooling, crystals nucleate and grow in the ascending magma (Couch et al. 2003, Hammer et al. 1999, Hammer & Rutherford 2002). This not only changes the chemical composition and dissolved volatile content of the melt phase, but also affects the overall rheology of the magma. At crystal fractions of less than approximately 40 vol %, the effect of crystals on viscosity is similar to that of bubbles at $Ca \ll 1$ (Figure 6), and reduced viscosities for both suspensions are well represented by a relation of the type $(1 - \phi / \phi^*)^\alpha$, albeit with different exponents. Here $\phi^*$ represents a critical volume fraction at which crystals start to impede flow of the suspension. At a crystal content greater than approximately 40 vol %, a rheological transition occurs to a regime where the effect of crystals dominates and the suspension behaves like a Bingham fluid with a yield strength (Lejeune & Richet 1995). This is thought to be the consequence of the formation of a continuous crystal network and is expected to depend on the aspect ratio of nonspherical crystals (Saar et al. 2001). In experiments with silicate melts at high crystal fractions deformation becomes inhomogeneous with the formation of shear zones and catastrophic failure (Lejeune & Richet 1995). Some rheological formulations that extend into this regime exist (Costa 2005), but probably require further experimental calibration. As illustrated in Figure 7, the SRD rheology of melt with suspended bubbles and crystals derives from a superposition of the individual dependencies (Brückner & Deubener 1997, Thies 2002).

### 3.4.7. Brittle failure

Under shear or elongation at sufficiently high strain rates silicate melts no longer deform viscously, but instead deform in a brittle manner. For
Figure 6
Relative viscosity of suspensions of silicate melt + bubbles (open triangles, circles, and diamonds) and silicate melt + crystals (black solid dots, triangles, and squares). Only cases with $Ca \ll 1$ and $Ca \gg 1$ are shown. Crosses are numerical calculations for bubbles in liquid (Manga & Loewenberg 2001). Note that at values of $\phi$ above approximately 0.4 the rheological behavior for melt and crystals becomes complex and inhomogeneous, including yield strength and shear localization (see Lejeune & Richet 1995 for a discussion). Measurements are published in Bagdassarov & Dingwell (1992), Deubener (1994), Lejeune et al. (1999), Lejeune & Richet (1995), Manga & Loewenberg (2001), and Stein & Spera (2002).

The presence of vesicles the critical strain rate decreases with increasing vesicularity (Thies 2002), whereas the presence of crystals, at least at low volume fractions, appears to be negligible (Thies 2002).

4. CONDUIT FLOW
Dynamical models of volcanic eruptions demonstrate that feedback between various processes within the conduit and the magma chamber can lead to nonlinear eruptive behavior (Melnik & Sparks 1999). Ultimately, it appears that the eruptive style—explosive or effusive—is largely controlled by the magma flow rate (Cashman & McConnell 2005, Scandone & Malone 1985, Woods & Koyaguchi 1994), which is modulated by processes within the volcanic conduit. Here we illustrate the relative importance of the dominant conduit processes in a simplified model of silicic magma.
Figure 7
Schematic relative suspension viscosity as a function of strain rate for (a) pure melt, (b) melt with crystals, (c) melt with bubbles, and (d) melt with bubbles and crystals. Modified from Thies (2002).

ascent below the fragmentation surface. The processes we consider are: (a) volatile supersaturation and secondary bubble nucleation during diffusive bubble growth, (b) shear brecciation of magma near the conduit walls, (c) shear heating leading to shear localization, (d) permeable gas flow during volatile exsolution, and (e) buildup of overpressure inside bubbles that leads to magma fragmentation.

In our calculations we assume a constant mass flux through a vertical cylindrical conduit of uniform radius $a$. Constant conduit diameter is a simplification employed in most conduit models. It may be a good approximation close to the surface, but at greater depths magma may rise in planar dikes (Carrigan 2000, Jaupart 2000). Assuming a constant mass flux eliminates the dynamical feedback between the magma chamber and conduit flow. This permits a direct examination of the various mechanical processes associated with magma flow in the conduit. Constant mass flux is a good approximation for long-lived effusive silicic eruptions and sub-Plinian or
Plinian eruptions with eruption durations that are longer than magma ascent times from chamber to surface.

### 4.1. The Conduit Model

We account for radial and vertical variations in bubble growth, temperature, and magma rheology. For mass flux less than $10^8$ kg s$^{-1}$, flow below the fragmentation surface is expected to be laminar (Reynolds number, $Re < 10^5$). The vertical component of velocity ($u_z$) varies more slowly in the vertical than the radial direction (Mastin 2005). The vertical component of velocity ($u_z$) varies more slowly in the vertical ($z$) than in the radial direction ($r$) of the conduit. We therefore neglect $\partial u_z / \partial z$ and treat the magma flow problem as laminar, as well as incompressible and steady (Mastin 2005)

\[
\sigma_{zz} = -\frac{r}{2} \left( \frac{\partial p_m}{\partial z} + \rho g \right) = -\eta \frac{du_z}{dr},
\]

with

\[
u_r = u_\theta = 0,
\]

\[
\sigma_{rr} = \sigma_{\theta\theta} = \sigma_{z\theta} = \sigma_{z\theta} = 0,
\]

\[
\left( \frac{du_z}{dr} \right)_{r=0} = (u_z)_{r=0} = 0,
\]

\[
\frac{\partial \rho}{\partial r} = \frac{\partial \rho}{\partial \theta} = \frac{\partial p_m}{\partial r} = \frac{\partial p_m}{\partial \theta} = 0,
\]

\[
\rho = (1 - \phi) \rho_m + \phi \rho_g,
\]

\[
\int_A u_z \rho dA = Q_m.
\]

Here $\sigma_{ij}$ are the components of the stress tensor in cylindrical coordinates, $a$ is the conduit radius, $\theta$ is the circumferential direction, $n$ is the strain-rate-dependent magma (melt + bubbles) viscosity, $\rho_g$ is the density of the gas phase, $\rho_m$ is the melt density, and $A$ is the conduit cross-sectional area. Magma density decreases as bubbles grow, and the average magma velocity increases simultaneously. Bubble growth is based on the formulation of Section 3.2. Magma viscosity depends on volatile content, temperature, and shear strain rate, as described in Sections 3.4.2, 3.4.3, and 3.4.5. Shear heating of magma is calculated using the simplified energy equation

\[
\frac{DT_m}{Dr} = \left[ Dr \left( \frac{\partial^2 T_m}{\partial r^2} + \frac{1}{r} \frac{\partial T_m}{\partial r} \right) - \frac{1}{\rho_m c_m} \frac{\partial}{\partial r} \left( \sigma_{r} \frac{\partial u_r}{\partial r} \right) \right].
\]

The last term in Equation 22 represents shear heating (viscous dissipation). By lowering viscosity, it will change the velocity distribution across the conduit and will reduce the resistance to flow. The relative importance of shear heating and heat conduction...
can be characterized by a Brinkman number

\[ Br = \frac{\eta Q_m}{\varepsilon_p m D_T \Delta T a^4 (1 - \phi)^2} \]  

(23)

where \( \Delta T \) is the temperature increase at which viscosity changes by an appreciable amount. Because of the nonlinearity of \( \eta \) and \( u_z \) determining a critical value of \( Br \) is not straightforward and we focus on dimensional values in the following. Initial conditions, denoted by a subscript 0, are \( T = 850 ^\circ C \), \( \phi_0 = 1 \% \), \( c_{w,0} = 5 \text{ wt.}\% \), \( a = 25 \text{ m} \), \( c_{r,0} = 268 \text{ ppm} \), \( x_r = 0.21 \), \( p_m,0 = 200 \text{ MPa} \). We vary bubble number density between \( 10^9 \text{ m}^{-3} \leq N_d \leq 10^{15} \text{ m}^{-3} \) and mass flux between \( 10^5 \text{ kg s}^{-1} \leq Q_m \leq 10^8 \text{ kg s}^{-1} \).

Wherever the shear strain rate exceeds that required for brittle deformation (Section 3.4.7), we predict the occurrence of brittle shear deformation. Because no further insight can be gained within the present framework, we refrain from modeling this process, for example with an ad hoc viscosity reduction. The ambient pressure at which fragmentation is first predicted to occur is based on the criterion of Spieler et al. (2004). Because of the significantly lower wall friction associated with the high-Re flow of the gas-pyroclast mixture above the fragmentation surface, pressures of the order of 10 MPa at the fragmentation surface correspond to depths of several kilometers (Koyaguchi 2005, Woods 1995), (Figure 8b).

We predict outgassing through the permeable magma as a dominant process when the rate of upward gas flux exceeds the calculated rate of gas exsolution (Section 3.2)

\[ \dot{Q}_g \leq \frac{\rho_g k}{\eta_g} \left( \frac{dp_g}{dz} \right) \]  

(24)

Here permeability, \( k = \chi \phi^{1.2} \) with \( \chi = 10^{-11} \text{ m}^2 \) (Section 3.3) and \( \eta_g \) is the gas viscosity.

In order to solve the equations that describe flow in the conduit we solve two coupled problems. At a subgrid scale we model diffusive bubble growth following the method outlined in Proussevitch et al. (1993) and Proussevitch & Sahagian (1998), where the diffusion of volatiles through the expanding melt shell is calculated in a Lagrangian reference frame (Equations 5–10). This subgrid model determines \( \phi \) and \( \eta_{rel} \) required for the solution of the magma flow problem. Magma flow is obtained by solving Equations 15–22 in the radial direction using finite differences and an explicit advection scheme for the vertical direction. Bubble growth and magma flow are also coupled via the pressure boundary condition (\( p_m \) of Equation 5). Consequently, bubble ascent (decompression) is also solved in a Lagrangian reference frame based on the advection scheme for the flow problem. The fragmentation depth is obtained from Equation 29 in Koyaguchi (2005). Similar to Mastin (2005) we neglect \( u_z \frac{\partial T}{\partial z} \) in Equation 22.

A simulation of the evolution of model parameters with ascent is shown in Figure 9. For this specific case, fragmentation occurs when the pressure difference \( p_g - p_m \) reaches the fragmentation threshold (Figure 9c). At this point viscosity has increased by three orders of magnitude owing to degassing, and vesicularity has reached about 0.9.
4.2. Conduit Flow Regimes

Figure 9 summarizes the results from model calculations for two end-member cases of $N_d$ and a range of $Q_m$. Curves show the point at which a given flow-related process is first predicted to occur or become dynamically significant. Figure 9a is for an end-member case representative of volcanic eruptions producing pumice of low bubble number density ($N_d \sim 10^9$ m$^{-3}$), or alternatively for deeper portions of conduit flow prior to secondary bubble nucleation events (Massol & Koyaguchi 2005). Figure 9b is an end-member scenario representative of eruptions with high initial bubble number densities ($N_d \sim 10^{15}$ m$^{-3}$), or after secondary bubble nucleation has resulted in high $N_d$.

4.2.1. Secondary nucleation and explosive fragmentation. Bubble number density, $N_d$, controls the ability of volatiles to exsolve efficiently. At low $N_d$ and large $Q_m$, bubble growth is diffusion limited ($Pc_{df} \gg 1$). Supersaturation builds up and
secondary bubble nucleation occurs (Sections 3.1 and 3.2, Figure 9a). The dependence on \( N_d \) for the transition to diffusion-limited bubble growth (Gonnermann & Manga 2005b) occurs at

\[
\dot{p}_m(\dot{p}_{m,0} N_d^{2/3} D)^{-1} s \sim 1, \tag{25}
\]

where \( s \) is the solubility constant. Figure 9a shows that for small bubble number density and mass flow rates \( >\sim 10^6 \text{ kg s}^{-1} \) supersaturation and secondary bubble nucleation are expected to occur before other processes become important. Hence, for low-\( N_d \) magma ascending at sufficiently large \( \dot{Q}_m \), secondary bubble nucleation drives the flow toward a high-\( N_d \) regime, as indicated by the circled “N” on Figure 9. At large \( N_d \) diffusion of volatiles into growing bubbles allows the melt to remain close to equilibrium (\( Pe_{\text{diff}} \ll 1 \)) and no additional nucleation events occur (Figure 9b). Magma continues to ascend until bubble growth becomes viscosity limited (\( Pe_{\text{vis}} \gg 1 \)), resulting in buildup of bubble overpressure and explosive fragmentation (Equation 12). This is indicated by the circled “F” in Figure 9b.

### 4.2.2. Outgassing

At low \( \dot{Q}_m \) magma ascent is dominated by permeability-controlled outgassing (Figure 9). Bubble growth eventually results in sufficient permeability (Figure 3) for permeable gas flux to balance or exceed the rate of volatile exsolution. Overpressure cannot build up and no explosive fragmentation can occur. At large \( \dot{Q}_m \) permeable gas flux is insufficient to balance decompression-driven volatile exsolution (Woods & Koyaguchi 1994).

### 4.2.3. Influence of rheology

As volatiles exsolve and viscosity increases, ascending magma near the conduit margins where shear strain rates are largest may be subjected to non-Newtonian, shear-thinning behavior (Figure 7). At \( \dot{Q}_m \leq 10^7 \text{ kg s}^{-1} \) and ambient pressures of the order of 10 MPa, brittle shear deformation of magma is predicted (Figure 9). Locally, this may enhance magma permeability and outgassing (Gonnermann & Manga 2003, Jaupart 1998, Tuffen et al. 2003). When shear stresses are relaxed, brecciated magma can become welded and deform viscously again. Thus, there is the potential for repeated cycles of brittle-to-viscous deformation, and textural evidence in some obsidian suggests multiple episodes of brittle deformation (Gonnermann & Manga 2003, 2005a; Rust et al. 2004; Tuffen et al. 2003). It has been suggested that such brittle shear deformation may also be a trigger mechanism for low-frequency seismicity during volcanic eruptions (Goto 1999, Neuberg et al. 2006, Tuffen et al. 2003).

At \( \dot{Q}_m \geq 10^7 \text{ kg s}^{-1} \) viscous shear heating reduces magma viscosity before brittle shear deformation can occur. Because of the strong temperature dependence of magma viscosity (Figure 4) and the dependence of viscous heating on \((\delta u_\tau/\delta r)^2\), there is a positive feedback between shear localization near the conduit walls and viscous heating. This reduces the pressure gradient required for magma ascent (Mastin 2005, Vedeneeva et al. 2005) and may be a key mechanism enabling sustained high-intensity explosive eruptions for magma-chamber overpressures of the order of 10 MPa (Stasiuk et al. 1993, Woods & Koyaguchi 1994). It may also contribute to the unsteady behavior of many explosive volcanic eruptions (Costa & Macedonio 2005).
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Viscosity reduction by viscous heating moves the magma away from the glass-transition despite increasing shear rates. Hence, brittle shear deformation is unlikely to occur. However, note that pumice textures thought to have formed as a consequence of shear heating and localization may bear evidence for brittle deformation during explosive eruptions with high $Q_m$. (Polacci et al. 2005, Rosi et al. 2004).

4.2.4. Eruptions of two distinct magmas. Volcanoes sometimes erupt two or more distinct magma types, either sequentially or simultaneously. Often, one of the two magmas is much more viscous or crystal-rich than the other. The eruption of a precursory, less viscous magma may permit the ascent of the more viscous magma from a magma chamber by reducing the overpressure needed to initiate the eruption (Takeuchi 2004). For simultaneous eruption, the less viscous magma can migrate to the edge of the conduit where it lubricates the more viscous magma and hence decreases the pressure gradient need for ascent (Carrigan & Eichelberger 1990). Less viscous, volatile-rich magma also plays an important role in the replenishment of partially crystallizing magma chambers, where it may result in remobilization of the crystal-rich magma (Zellmer et al. 2003). However, ongoing eruptions at Monserrat (http://www.mvo.ms) and Mount St. Helens (http://vulcan.wr.usgs.gov/Volcanoes/MSH) are relatively homogeneous, crystal-rich magmas with no obvious role of a much less viscous magma.

4.2.5. Models vs. real volcanoes. Real volcanoes are more complex in several important ways. First, eruptions are unsteady (Mason et al. 2006). They not only have a beginning and an end, but eruption style and the composition of erupted magma (and, hence, physical properties) can change during the eruption, especially during explosive eruptions when the fragmentation surface may fluctuate considerably in depth. To date, there are several competing hypotheses for the fragmentation criterion that determines the fragmentation depth in numerical models (Koyaguchi 2005). Both explosive and effusive eruptions sometimes display periodic variations in discharge and eruption style (Swanson & Holcomb 1990, Voight et al. 1999). In low-viscosity basaltic magmas, periodic explosions can be attributed to the bursting of large gas...
bubbles and slugs, with the interval between eruptions characterizing the time needed to accumulate and form large bubbles (Vergniolle & Jaupart 1990). In more viscous silicic magmas it has been proposed that unsteady flow can be induced because of stick-slip behavior at the conduit walls (Denlinger & Hoblitt 1999). Shear brecciation may be one mechanism to produce stick-slip behavior. Alternative hypotheses include the temperature dependence of magma rheology (Whitehead & Helfrich 1991) and the coupling of magma rheology to crystallization (Mourtada-Bonnefoi et al. 1999) and vesiculation (Wylie et al. 1999). In particular, the feedback between degassing, bubble and crystal nucleation and growth, viscous heating, and magma rheology enables multiple steady-state conduit flow solutions, and, hence, the possibility of periodic eruptions (Costa & Macedonio 2002, Melnik & Sparks 1999).

Time-varying processes in the conduit are coupled to the boundary conditions that govern magma ascent, namely the pressure in the magma chamber and elastic deformation of conduit walls, which further modulate cyclic behavior (Barmin et al. 2002) or initiate changes in eruption style (Woods & Koyaguchi 1994).

Second, the conduit itself is a dynamic structure that opens and closes. Conduit shape changes with depth, typically having sheet-like geometry at depth with a cylindrical conduit forming only near the surface (Mitchell 2005, Rubin 1995). The transition in shape causes large variation in ascent rate and hence in processes controlled by the decompression rate and strain rate.

Third, as magma ascends, the loss of volatiles and decrease of pressure promote crystallization (Hammer & Rutherford 2002, T oramaru 1991). The volume fraction of crystals can sometimes exceed 50% (Takeuchi 2004). These crystals can significantly increase magma viscosity and may impart a yield strength. Consequently, additional dynamic pressure loss occurs. The influence of crystals was not considered in the results shown in Figures 8 and 9. At low ascent rates, when timescales for magma ascent are comparable to timescales for crystal growth, the dynamics of magma extrusion may become highly nonlinear and unsteady (Melnik & Sparks 1999). Additional rheological complexities can arise when magmas of different composition (and hence properties) rise simultaneously (Carrigan 2000).

Finally, the location of the fragmentation surface, and the pressure that exists at this boundary, depend on the coupled dynamics of processes in the conduit and the jet at the base of the explosive eruption column.

Despite the simplifications made in our models, they can still be useful for interpreting measurements, and helpful for identifying processes that may be important in a given eruption.

5. NONDIMENSIONAL NUMBERS

Similar to other problems in fluid mechanics, we have seen that dynamics are governed by a set of dimensionless numbers. Some of these and their effects on conduit processes, in particular the Reynolds number, the Peclet number for bubble growth, and the Brinkman number for flow in the conduit, are summarized in Table 1. For the most part, inertia can be neglected prior to fragmentation except for low-viscosity mafic magmas. Viscous dissipation can become dynamically important for ascent
Table 1  Dimensionless parameters

<table>
<thead>
<tr>
<th>Dimensionless number</th>
<th>Process</th>
<th>Value and effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Re</td>
<td>Bubble growth</td>
<td>$\ll 1$</td>
</tr>
<tr>
<td>Re</td>
<td>Magma ascent in conduits</td>
<td>$&lt; 1$ for silicic magmas prior to fragmentation</td>
</tr>
<tr>
<td>$Pe_{dif}$</td>
<td>Diffusive growth of bubbles</td>
<td>$\gg 1$ for low $N_d$; supersaturation, and nucleation of new bubbles</td>
</tr>
<tr>
<td>$Pe_{vis}$</td>
<td>Expansion of bubbles</td>
<td>$\gg 1$ if viscosity is high enough; overpressure and fragmentation</td>
</tr>
<tr>
<td>Br</td>
<td>Viscous heating near conduit walls</td>
<td>If large enough, lowers viscosity and prevents shear brecciation</td>
</tr>
</tbody>
</table>

rates that characterize the largest silicic eruptions. In addition to these dimensionless numbers, the rheology of magmas is characterized by dimensionless parameters that describe its deformation rate relative to the relaxation time of the melt ($\dot{\epsilon}^*$ in Section 3.4.3) and the relaxation time of bubbles owing to surface tension (capillary number $Ca$ in Section 3.4.5.)

6. CONCLUSIONS AND FUTURE DIRECTIONS

The fluid mechanics of magma ascent in conduits, as shown in Figure 1, is conceptually straightforward. Each process that occurs during ascent, e.g., bubble growth, is relatively well understood in isolation of other processes. The material properties that affect magma flow, e.g., rheology and diffusivity, are now routinely measured, even if the measurements themselves are not necessarily routine because of the high temperatures at which measurements need to be made. Thus, it is, in principle, possible to develop models for the fluid mechanics within volcanoes, although the number of processes that often matter make modeling eruptions a formidable problem. Moreover, many of the model parameters that need to be known cannot be measured directly, such as magma supply or conduit geometry and their evolution. The field of modeling eruptions has thus tended to focus on idealized problems in which only certain processes are modeled—the goal being to understand the fluid mechanics of eruptions or to explain a subset of observations, rather than to simulate the entire evolution of a given volcano.

One goal of understanding the fluid mechanics of volcanic eruptions is to provide a systematic physical basis for assessing the hazard posed by volcanoes (http://volcanoes.usgs.gov). There are two complementary approaches for assessing hazard. First, the evolution and eruption history of volcanoes are typically determined by interpreting the deposits created by the eruptions. The stratigraphy, texture, and composition of erupted materials provide constraints on the style of eruption that occurred and its temporal evolution. Second, current hazard is assessed by monitoring volcanoes—their deformation, gas release, and seismicity. In both cases the challenge is to relate measurements made outside the volcano to active processes in inaccessible regions far below the surface. Models, such as those reviewed here, provide a starting point for making the needed connections between observations and processes. The picture that has been emerging is that magma ascent rate controls the eruptive
behavior. In turn, flow rate is influenced by magma chamber overpressure, conduit geometry, magma rheology, outgassing, viscous heating, and crystal growth.
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