Influence of dynamic topography on sea level and its rate of change
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ABSTRACT

Mantle flow likely supports up to 2 km of long-wavelength topographic relief over Earth’s surface. Although the average of this dynamic support must be zero, a net deflection of the ocean basins can change their volume and induce sea-level change. By calculating dynamic topography using a global mantle flow model, we find that continents preferentially conceal depressed topography associated with mantle downwelling, leading to net seafloor uplift and ~90 ± 20 m of positive sea-level offset. Upwelling mantle flow is currently amplifying positive dynamic topography and causing up to 1.0 m/Ma of sea-level rise, depending on mantle viscosity. Continental motions across dynamic topography gradients also affect sea level, but uncertainty over the plate motion reference frame permits sea-level rise or fall by ±0.3 m/Ma, depending on net lithosphere rotation. During a complete Wilson cycle, sea level should fall during supercontinent stability and rise during periods of dispersal as mantle flow pushes continents down dynamic topography gradients toward areas of mantle downwelling. We estimate that a maximum of ~1 m/Ma of sea-level rise may have occurred during the most recent continental dispersal. Because this rate is comparable in magnitude to other primary sea-level change mechanisms, dynamic offset of sea level by mantle flow should be considered a potentially significant contributor to long-term sea-level change.

INTRODUCTION

During the mid-Cretaceous, several continents experienced oceanic transgressions that produced inland seas; the Western Interior Seaway of North America is a good example (e.g., Bond, 1976). These transgressions have been generally attributed to elevated eustatic sea level during the Cretaceous, which must have dropped by ~200 m to explain the observed continental inundations (e.g., Haq et al., 1987). Sea-level drops of this amplitude can be attributed to a major decrease in ridge volume, caused by a sustained shortening of the mid-ocean-ridge system or a slowdown in seafloor spreading rates (e.g., Pitman, 1978; Kominz, 1984; Xu et al., 2006; Cogné et al., 2006; Müller et al., 2008). However, recent sequence stratigraphy performed on the Atlantic seafloor of North America has cast doubt on the eustasy paradigm by suggesting a much smaller Cretaceous sea-level drop of only ~70 m or less (Miller et al., 2005), which could have been accomplished by climatic changes alone.

Recently, the discrepancy between these various observations of sea-level change has been attributed to vertical motion of continental margins caused by the dynamics of convection in Earth’s mantle (Moucha et al., 2008; Müller et al., 2008). In particular, the east coast of North America lies above the subducted Farallon slab, which subducted beneath the U.S. west coast prior to 30 Ma, and it is observed today as a seismically fast anomaly in the lower mantle beneath the U.S. east coast (Bunge and Grand, 2000). The descent of this cold, dense feature is thought to be driving downwelling viscous flow thatpulls the western half of the North Atlantic seafloor downward by ~0.5 km with respect to the eastern half (Conrad et al., 2004). In fact, nonisostatic topographic relief up to ~2 km or more has been attributed to dynamic support from viscous mantle flow in modeling studies (e.g., Hager et al., 1985), and numerous topographic features such as backarc basins (Husson, 2006), the Western Interior Seaway (e.g., Mitrovica et al., 1989), or the plateaus of southern Africa (Lithgow-Bertelloni and Silver, 1998; Gurnis et al., 2000) have been shown to be dynamically supported. On the U.S. east coast, the westward motion of North America over the Farallon slab should have produced dynamic subsidence since at least the Eocene (Liu et al., 2008; Spasojević et al., 2008). Combined with a global fall in sea level, this downward motion of the coastline may explain the anomalously small sea-level change that Miller et al. (2005) observed for the U.S. east coast. In fact, coastlines around the world are likely in constant motion as a result of the dynamics of the mantle interior, which significantly complicates the interpretation of relative sea-level measurements worldwide (Moucha et al., 2008).

While dynamic topography may dramatically affect observations of sea level made on coastlines, it is also possible that dynamically supported deflections of ocean basin seafloor can lead to a net change in global eustatic sea level. For example, Gurnis (1990) suggested, using a simple two-dimensional (2-D) model, that faster plate motions and fatter ridges should also produce growing slab anomalies that increase the negative dynamic topography near convergent margins, leading to continental inundation (Gurnis, 1993). The effect of this dynamic topography is to diminish the sea-level rise associated with the ridge volume change. Husson and Conrad (2006), however, used simple boundary layer theory to show that if plate acceleration is facilitated by a change in mantle viscosity, the effect of dynamic topography on basin volume, and thus sea level, is diminished. Furthermore, they showed that a sustained increase in plate motions leads to thinner mantle slabs, a positive change in dynamic topography, and elevated sea level. Thus, changes in plate motion should lead to a net change in eustatic sea level, but the amplitude, and even the sign, of the response depends on the time scales and causes of the plate motion change.
In practice, the mantle interior and surface plate motions are more complicated than suggested by either idealized 2-D modeling or boundary layer theory. Seismic tomography reveals complicated patterns of fast and slow velocity anomalies (e.g., Ritsema et al., 2004), some of which may be associated with slabs and upwelling flow, respectively. The dynamic topography produced by this flow should affect sea level (Fig. 1); for example, the depression of the western North Atlantic by the Farallon slab (Conrad et al., 2004) should increase the volume of the North Atlantic basin, and thus should lower sea level globally (Fig. 1, mode 1). Furthermore, continental regions move laterally over this time-varying dynamic topography field, variously exposing or concealing this deflected topography from the ocean basins, where it can affect sea level (Fig. 1, mode 2). To gain a full understanding of the ways in which mantle flow uplifts Earth’s surface as a function of time, three-dimensional, time-dependent flow models are required in which dynamic topography is tracked temporally (e.g., Gurnis et al., 2000; Conrad and Gurnis, 2003). For example, Moucha et al. (2008) examined a full model for the past 30 Ma of global mantle flow and found that changes in dynamically supported seafloor topography caused eustatic sea level to rise ~100 m during this time period, or ~3 m/Ma.

In this study, we examine the ways in which the dynamics of viscous mantle flow affect average seafloor bathymetry and, thus, eustatic sea level. In particular, we consider the effects of mantle downwelling (driven by fast seismic anomalies, typically associated with slabs) and mantle upwelling (driven by slow seismic anomalies) separately. We also examine the relative importance of upper-mantle and lower-mantle flows, as well as the importance of mantle viscosity structure. Finally, we examine the relative contributions of time-varying dynamic topography (Fig. 1, mode 1) and continental motion (Fig. 1, mode 2) to the total net sea-level change. Because these two mechanisms are constantly operating together to affect sea-level change, it is difficult to extract their relative importance in a time-dependent dynamic model with plate motions (e.g., Moucha et al., 2008). However, we can constrain their relative importance by examining each effect separately and instantaneously. Therefore, we restrict our analysis to the present-day mantle flow field and its first time-derivative. Furthermore, the understanding gained from our analysis allows us to estimate the ways in which dynamic topography may affect sea level throughout a Wilson cycle (e.g., Wilson, 1966) of supercontinent aggregation and dispersal.

**ESTIMATING DYNAMIC TOPOGRAPHY AND SEA-LEVEL OFFSET FROM GLOBAL MANTLE FLOW MODELS**

To constrain the effect of dynamic topography on sea level, we first developed global mantle flow models that can be used to predict the time-dependent patterns of topography that are dynamically supported by the mantle’s present-day flow field. To do this, we employed a spherical finite element code (CitComS [Zhong et al., 2000; Tan et al., 2006], accessed in January 2009 to obtain a version that includes recently added self-gravitation effects [Zhong et al., 2008]) to predict present-day mantle flow in a spherical Earth driven by the mantle’s internal density heterogeneity. We used the S-wave seismic tomography model S20RTSb (Ritsema et al., 2004) to infer lateral variations of density within the mantle and employed a constant conversion factor of 0.15 g cm$^{-2}$ to convert seismic velocity anomaly to density anomaly. We chose this conversion factor because it is consistent with both laboratory data (e.g., Karato and Karki, 2001) and with previous studies (e.g., Conrad et al., 2007) (although this choice is accompanied by some uncertainty in both magnitude and potential depth-dependence). Also following previous work (e.g., Lithgow-Bertelloni and Silver, 1998; Conrad et al., 2007), we did not impose density anomalies above 300 km depth because seismically fast velocity anomalies associated with continental roots have been shown to correspond to neutrally buoyant “tectosphere” (e.g., Jordan, 1975), which implies that a straightforward conversion between seismic velocity and density is not appropriate for the continental lithosphere. Similarly, slow velocity anomalies detected near the surface beneath ridges (e.g., Ritsema et al., 2004) may be associated with decompression melting of passively upwelling mantle rocks. These near-surface anomalies require a very different treatment than we have applied below 300 km (e.g., Hernlund et al., 2008).

We assume a reference viscosity structure equivalent to the one that Conrad et al. (2007) used to successfully predict seismically anisotropic fabric beneath the ocean basins. This structure is entirely radial and ignores lateral viscosity variations; it includes a low-viscosity asthenosphere (between 300 and 100 km depth) that is a factor of 10 less viscous than the upper mantle, and higher-viscosity lower mantle (below 670 km) and lithospheric (above 100 km) layers that are 50 and 30 times more viscous than the upper mantle, respectively. This reference viscosity structure is similar to the one used by Lithgow-Bertelloni and Richards (1998) to predict the shape of the geoid and plate motions. Although the magnitude of dynamic topography is not sensitive to the absolute value of mantle viscosity, but only to its radial (e.g., Hager, 1984) and lateral (Cadet and Fleitout, 2003) variations, the rate of change of dynamic topography, which we examine next, is directly dependent on this absolute value. Therefore, we initially assume an upper-mantle viscosity of 0.5 × 10$^{13}$ Pa s, which is consistent with estimates constrained from postglacial rebound (e.g., Mitrovica, 1996), and equal to the value that provides the best fit to anisotropy observations in Conrad et al.’s (2007) flow models.

In fact, the reference flow model that we develop here is the same as the highest-resolution model used by Conrad et al. (2007) (with 105 km horizontal and 17 km vertical resolution in the upper half of the upper mantle, and 100 km vertical resolution in the lower mantle; lower-resolution calculations produce similar results), with one exception. Conrad et al. (2007) combined flow driven by mantle density heterogeneity beneath a rigid surface boundary condition with flow driven by surface velocity boundary conditions consistent with observed plate motions. Neither condition is consistent with the free-slip surface condition of Earth, but they are consistent with observed plate motions. Here, we use free-slip surface boundary conditions to predict dynamic topography, as others have done (e.g., Zhong and Davies, 1999; Lithgow-Bertelloni and Richards, 1998), because
Thoraval and Richards (1997) found that this boundary condition provides a better fit to the geoid than rigid or plate motion boundary conditions.

We calculated dynamic topography globally by computing the radial traction, \( \sigma \), that mantle flow exerts on the free-slip surface, perturbed to include self-gravitation effects using Zhong et al.'s (2008) implementation in CitcomS. For Earth’s free surface, this perturbed radial stress is compensated by the mass anomaly associated with topographic deflection of the surface equal to \( h = \sigma / \rho g \), where \( g \) is the acceleration due to gravity and \( \Delta \rho \) is the density contrast between seawater and mantle rocks, which we take to be 2310 kg/m\(^3\). Note that continental areas feature a density contrast of 3340 kg/m\(^3\) because subaerial topographic deflections are compensated by air rather than seawater. This reduces the amplitude of dynamically supported topography in continental areas, but it does not affect our estimates of seawater reservoir sizes unless topography crosses sea level during its deflection, which is a second-order effect that we will ignore here.

We measure the offset of average sea level caused by dynamic deflections of the seafloor relative to a (theoretical) static Earth with no dynamic topography. To do this, we considered that sea level is a geopotential surface known as the geoid, which we also computed using the self-gravitation implementation in CitcomS. Although Earth’s internal density heterogeneity and dynamically deflected surfaces do produce geoid topography at a range of scales (e.g., Hager, 1984; Hager et al., 1985; Lithgow-Bertelloni and Richards, 1998), this sea-surface topography does not deflect average sea level because the geoid reference level is an arbitrary surface. A net deflection of the seafloor by dynamic topography, however, will cause a corresponding offset of sea level if the volume of seawater is constant (e.g., Moucha et al., 2008). To measure this offset, we express dynamic topography relative to a spherical surface centered on Earth’s center of mass (e.g., Paulson et al., 2005). Thus, we remove the degree-one component of the geoid, which expresses offset of center of mass in the calculation coordinates, from the predicted dynamic topography. Note that the degree-one component of the resulting dynamic topography need not be zero if there is a net deflection of Earth’s surface in one direction that is caused by degree-one density heterogeneity within Earth’s interior. We ignore the degree-zero component of dynamic topography because its choice is arbitrary. The resulting dynamic topography (Fig. 2), which we compute as the sum of spectral degrees 1–20, is thus the net surface deflection that is dynamically supported by density heterogeneity in Earth’s mantle. The associated geoid variations are generally anti-correlated to dynamic topography and are an order of magnitude smaller (e.g., Hager, 1984). As described already, geoid variations do not produce a net eustatic sea-level offset, but they may affect local measurements of sea level relative to the continents, which themselves may be experiencing time-dependent dynamic deflections (Moucha et al., 2008).

**OFFSET OF SEA LEVEL BY DYNAMIC TOPOGRAPHY**

Surface deflections associated with the previously described flow models show that Earth’s surface presents positive dynamic topography above the two “superplumes” beneath southern Africa and the southern Pacific and negative dynamic topography near the major subduction zones of South America and Southeast Asia (Fig. 2A). Although some studies have suggested smaller magnitudes of topography than we estimate here (Colin and Fleitout, 1990; Le Stunff and Ricard, 1997), several recent studies have constrained similar or even larger amplitudes (e.g., Lithgow-Bertelloni and Gurnis, 1997; Moucha et al., 2008). Furthermore, our predictions are consistent with geologic observations of up to \( \sim 1 \) km uplift of southern Africa (Lithgow-Bertelloni and Silver, 1998; Gurnis et al., 2000) and up to \( \sim 0.5 \) km topography differential across the North Atlantic (Conrad et al., 2004).

If we integrate the mantle tractions that support dynamic topography over the entire surface of the globe, we find that the total of this dynamic support integrates to zero. This is an expected result of mantle circulation: every upwelling or downwelling that dynamically supports surface topography must be balanced by return flow (downwelling or upwelling, respectively) that supports opposing topography somewhere else on the globe. Thus, if oceans covered the entire globe, the net effect of dynamic topography on sea level would be zero. However, because continents cover nearly one third of the globe, a net deflection of continental areas by mantle flow will be balanced by an opposing net deflection of oceanic areas, leading to a net offset of sea level. This is exactly what we find: our model predicts an average dynamic uplift of the seafloor (Fig. 2A) by \( 132 \) m, while continental areas are depressed by an average of \( 295 \) m.

Although compensation by air reduces continental dynamic topography by \( 70\% \) compared to water-covered areas, the average continental deflection is larger than it is for ocean basins because continental area is \( 2.24 \) times smaller than ocean area. The continental deflection is negative because subduction tends to put slabs, and thus mantle downwelling, beneath continents (e.g., Asia, Australia, and South America in Fig. 2A). Because the changes to the water column above vertically deflected seafloor will be isostatically compensated, our estimate of \( 132 \) m of dynamic seafloor uplift actually elevates sea level by only \( 92 \) m (70%; Pitman, 1978; Husson and Conrad, 2006; Müller et al., 2008).

We performed a similar analysis to approximately constrain the mantle sources of the various features in the net dynamic topography field (Fig. 2A). To start, we calculated the dynamic topography produced by flow driven only by negative (Fig. 2B) and positive (Fig. 2C) density heterogeneities in the upper mantle, which generate active upwelling and downwelling, respectively. We find that these flow fields produce similar patterns of dynamic seafloor topography and offset sea level approximately equally (23 and 22 m, respectively), despite very different driving mechanisms. Active upwelling generates positive topography near Iceland, in the southern and northeast Pacific basin, and east of Africa, and passive return flow depresses Earth’s surface elsewhere (Fig. 2B). Active downwelling is associated primarily with slabs in the western Pacific and South America, and it depresses the surface above them, while passive return flow uplifts the surface elsewhere (Fig. 2C). We observe similar patterns and amplitudes of topography supported by active upwelling and active downwelling in the lower mantle (Figs. 2D and 2E, which yield 25 and 23 m of sea-level offset, respectively). The lower-mantle response, however, is typically confined to longer wavelengths and features a stronger influence of the African superplume (Fig. 3D) and Farallon slab (Fig. 2E) than do the upper-mantle flows. The similar pattern observed for upwelling-driven (Figs. 2B and 2D) and downwelling-driven (Figs. 2C and 2E) flows indicates that areas of upwelling typically occur in the location of return flow from areas of downwelling, and vice versa. These four components of the flow field (Figs. 2B–2E) sum to the total topography (Fig. 2A) and contribute to positive sea-level offset approximately equally.

**TIME-DEPENDENCE OF DYNAMIC TOPOGRAPHY AND SEA-LEVEL CHANGE**

Because the patterns and amplitudes of dynamic topography change with time, the net offset of sea level by dynamic topography should change as well, resulting in a net sea-level rise or fall (Fig. 1, mode 1). To estimate the rate at which changing dynamic topography affects sea-level change, we used the previous flow model to advect the mantle’s density heterogeneity field forward in time. As mantle density heterogeneity evolves with time, the mantle flow field does as well, which changes the dynamic topography field. We measured the rate of change of dynamic
Figure 2. Dynamic topography determined by calculating mantle flow using density heterogeneity in (A) the whole mantle, and separated into portions driven by (B) negative density and (C) positive density anomalies in the upper mantle, and (D) negative density and (E) positive density anomalies in the lower mantle. Thus, parts B and D show topography associated with active upwelling flow, while C and E are driven by downwelling flow.
Figure 3. Rate of change of dynamic topography (e.g., Fig. 1, mode 1) determined from time-dependent flow models for (A–D) subsets of the flow field as broken down in Figures 2B–2E. Sea-level change is also caused by continental motions over the dynamic topography field (e.g., Fig. 1, mode 2), as shown here for global mantle flow (from Fig. 2A) and plate motions in the (E) no-net rotation (NNR) (De Mets et al., 1994) and (F) HS3 (Gripp and Gordon, 2002) reference frames.
topography for both upwelling- and downwelling-driven flows in both the upper and lower mantles (Figs. 3A–3D). For the upper-mantle flows, we compared the dynamic topography at the beginning of the calculation and again at 1.0 Ma, because this time interval was long enough for an observable change in dynamic topography to occur but short enough that the mantle’s behavior is still approximately linear. From these two maps, we computed their time variation and obtained maps of the rate of change of dynamic topography driven by upper-mantle upwelling and downwelling (Figs. 3A and 3B). Because the higher viscosity of the lower mantle yields a slower evolution of the mantle flow field, we found that 2.0 Ma were necessary to resolve the time variation of dynamic topography induced by lower-mantle upwelling and downwelling (Figs. 3C and 3D).

By comparing maps of dynamic topography (Figs. 2B–2E) with its time variation (Figs. 3A–3D), we can infer the way in which dynamic topography is changing with time, as well as the implications for sea-level change. In general, we find that positive surface deflections above upwellings (Figs. 2B and 2D) tend to become reinforced (Figs. 3A and 3C), while negative deflections above areas of downwelling (Figs. 2C and 2E) tend to become diminished (Figs. 3B and 3D). For example, dynamic topography above the lower-mantle African and South Pacific superplumes (Fig. 2D) is growing (Fig. 3C). This is because the low-density mantle anomalies that support this elevated topography are moving closer to the surface, where they can produce additional surface uplift. By contrast, the negative topography above the western Pacific and South American slabs (Fig. 2E) is becoming less negative, as shown by the positive uplift in these regions (Fig. 3D). This occurs because these lower-mantle slabs are sinking away from the surface, which diminishes their ability to induce topography there. Upper-mantle flows show similar patterns of positive uplift above both active upwelling (e.g., the growing uplift in Iceland, and the northern and southern Pacific in Fig. 3A) and active downwelling regions (e.g., the upwelling above western Pacific slabs in Fig. 3B), although the shorter-wavelength nature of upper-mantle flows tends to locate return flow, and its associated depressing topography, closer to locations of growing topography.

Many of the lower-mantle patterns in Figures 3C and 3D are consistent with trends found in previous studies. For example, ongoing uplift of Africa was predicted by Gurnis et al. (2000), as was uplift of much of the Pacific by Moucha et al. (2008) during the past 30 Ma. We observe both trends here associated with the upward motion of lower-mantle upwelling (Fig. 3C). Liu et al. (2008) showed that the amplitude of subsidence of North America has been decreasing as the Farallon slab descends; this result was predicted by Mitrovica et al. (1989) and is observed here (Fig. 3D). However, our prediction of continuing uplift of South America and the western Pacific (Fig. 3D) is not supported by either time-dependent flow models or geologic evidence. Instead, these trends are caused by the descent of lower-mantle slabs away from the 670 km interface without the ongoing resupply of slab material that we would expect from continuous subduction at the surface. Unlike Farallon subduction beneath North America, both the western Pacific and South America have seen continuous subduction at least through the Cenozoic (Sdrolias and Müller, 2006), so surface upwelling in these areas (Fig. 3D) is probably not representative of the long-term dynamics of these areas. At best, uplift above these continuously subducting slabs may be representative of an end member case in which slabs have stalled at the 670 km discontinuity while their lower-mantle portions fall away, as may be occurring in Tonga (van der Hilst, 1995). However, because slabs do not appear to be stalling at 670 km depth everywhere, uplift above subduction zones shown in Figure 3D and the subsidence away from them associated with return flow are almost certainly overestimated. Similarly, uplift above upper-mantle slabs falling away from 300 km depth (Fig. 3B) is also probably overestimated.

In practice, the time-dependence of dynamic uplift or subsidence above active subduction zones is difficult to constrain because a full treatment of time-dependent subduction dynamics is required; this has not yet been fully realized for a global model. Because of this, we will only consider time-dependence associated with upwelling flow (Figs. 3A and 3C) in the subsequent analysis, but we anticipate that downwelling flow could also induce time-dependence with magnitudes up to those estimated here (Figs. 3B and 3D), but with potentially an opposite sign if the time-dependence of subduction is currently placing material into the shallow mantle faster than it is falling away. In principle, upwelling flow calculations have potentially the same problems as downwelling flows models, but in reverse: low-density upwelling material also cannot be removed from our model as it rises toward the surface, and thus will also always produce surface uplift. However, with the exception of Iceland (Fig. 3A), most of the uplifting areas (Figs. 3A and 3C) do not occur near ridges, so there is no obvious sink for upwelling material analogous to the sources of downwelling material (subduction zones). Note that the lack of accurate sources and sinks for mantle density heterogeneity in time-dependent flow models has been noted before (e.g., Conrad and Gurnis, 2003), and it should influence other studies that advect mantle density heterogeneity (e.g., Moucha et al., 2008).

With these caveats in mind, we measured the average rate of change of dynamic topography (Fig. 3) over the oceanic areas to see if the estimated 92 m of dynamically supported sea level is changing with time. We find that active upwelling in the upper and lower mantles increases the average seafloor dynamic topography at rates of 0.42 and 0.20 m/Ma, respectively, producing 0.30 and 0.14 m/Ma of sea-level rise when isostatically compensated. The positive sign in this case occurs because upwelling-induced uplift, which is amplifying as discussed already, preferentially occurs in oceanic areas. By contrast, downwelling-induced negative topography, which is uplifting in our model, tends to occur beneath continental areas, leading to net subsidence of oceanic areas. As a result, active downwelling in the upper and lower mantles leads to 0.21 and 0.22 m/Ma of sea-level drop in our models, respectively. Taking only the upwelling components for the reasons described already, we estimate that the time-dependence of dynamic topography may cause up to 0.44 m/Ma of sea-level rise. The uncertainty in this estimate, however, is large because we do not know even the sign of the influence of downwelling flow. Our models suggest that at most 0.22 m/Ma of sea-level drop is associated with areas of downwelling in the lower mantle, but only if lower-mantle slabs are not being replenished by subduction. Using this value for the maximum amplitude of uncertainty (and ignoring the contribution from upper-mantle slabs, since we can be sure that they are being replaced by subduction), we estimate that 0.44 ± 0.22 m/Ma of sea-level rise is currently associated with time-dependent mantle flow.

**UNCERTAINTY IN ESTIMATES OF SEA-LEVEL OFFSET AND RATE OF CHANGE**

The amplitude of dynamic topography (Fig. 2) scales linearly with the velocity to density scaling factor, which is assumed to be 0.15 g cm$^{-1}$ km$^{-1}$ s (this approximately corresponds to $\partial \ln \rho / \partial \ln v$ ~ 0.2 in the terminology of Karato and Karki (2001)). Because mantle flow velocities also scale linearly with this scaling factor, the rate of change of dynamic topography scales with its square. Karato and Karki (2001) suggested that the uncertainty in $\partial \ln \rho / \partial \ln v$ may be on the order of about ±50% and may vary with depth, although significant deviation from our choice will cause predictions of dynamic topography (Fig. 2) to violate geologic constraints on its magnitude (e.g., Africa—Lithgow-Bertelloni and Silver, 1998; North Atlantic—Conrad et al., 2004). This factor may also be affected by
chemical heterogeneity, especially for low-velocity anomalies in the lower mantle (e.g., Masters et al., 2000). Thus, we acknowledge the important influence of the velocity to density scaling factor on our results, but we will use uncertainty in our viscosity model, which is also large, to evaluate uncertainty in our estimates of dynamic offset of sea-level offset, and its rate of change.

As described herein, the rate of change of dynamic topography scales inversely with the absolute mantle viscosity; thus, rates of sea-level change may be higher than those reported here if upper-mantle viscosity is larger than the value of $0.5 \times 10^{21}$ Pa s that is assumed here. Although this viscosity value falls within the range of upper-mantle viscosities constrained by Mitrovica (1996) using postglacial rebound ($0.3–0.6 \times 10^{21}$ Pa s), these data may not adequately constrain viscosities for oceanic areas (Paulson et al., 2005), where a significantly weaker upper mantle may be possible (Paulson et al., 2007). Thus, uncertainty in the absolute value of mantle viscosity may induce up to a factor of two uncertainty in the rate of sea-level rise (Fig. 4). Lateral viscosity variations may introduce another source of uncertainty; while such variations in the mantle interior probably only exert a small influence on dynamic topography (Moucha et al., 2007), the effect of lithospheric variations (e.g., plate boundary or slab rheology) can be large, particularly for slab-induced downwelling flow (Zhong and Davies, 1999).

Because both dynamic topography and the geoid are sensitive to the mantle’s radial viscosity structure (e.g., Hager, 1984; Lithgow-Bertelloni and Richards, 1998), we vary the viscosity of the lower mantle relative to that of the upper mantle to determine the range of possible variations in the dynamically supported sea-level offset (Fig. 5A) and its rate of change (Fig. 5B). (We determined in tests that the lower-mantle viscosity generally has a larger influence on these parameters than does the viscosity of the asthenospheric or lithospheric layers.) We find that the sea-level offset decreases with increasing lower-mantle viscosity (Fig. 5A) because density heterogeneity is increasingly compensated at the core-mantle boundary, rather than by surface deflections (Hager, 1984). For a range of lower-mantle viscosities between 30 and 100 times that of the upper mantle, we find that the sea-level offset ranges from 69 to 109 m (Fig. 5A). The sea-level rate of change (Fig. 5B) similarly exhibits a dependence on viscosity structure, and rates of change typically increase as lower-mantle viscosity decreases because of larger amplitude offsets (Fig. 5A) and faster rates of flow. The contributions from upper- and lower-mantle upwellings, for example, may be as large as 0.32 and 0.26 m/Ma for a viscosity contrast of 30 between the upper and lower mantles (Fig. 5B). These rates may be even larger if accompanied by a smaller absolute mantle viscosity (Fig. 4), but they may be close to zero for a higher lower-mantle (Fig. 5B) or absolute mantle viscosity (Fig. 4).

Taking all of these uncertainties into account, and considering that poor constraints on the effects of downwelling introduce additional uncertainty, we infer that sea level is currently positively offset by $\sim 90 \pm 20$ m, and that the rate of change of this offset is highly uncertain but probably positive at the present time. Considering (1) that the range of lower-mantle viscosities allow upwelling flow to induce sea-level rise at up to 0.5 m/Ma (Fig. 5B), (2) that the uncertainty in the absolute viscosity permits a factor of $\sim 2$ variation, and (3) that mantle downwelling may cause sea level to drop (Fig. 5B), we constrain the rate of sea-level rise to rates of $-0.5 \pm 0.5$ m/Ma.

CONTINENTAL MOTIONS AND SEA-LEVEL CHANGE

The horizontal motion of continents over dynamic topography can also lead to changes in sea level (Fig. 1, mode 2). To estimate the magnitude of this effect, we used observed present-day plate motions to advance the locations of the continents, as expressed on a 0.5 by 0.5 degree grid, forward in time by 5 Ma (significantly shorter time intervals do not allow for sufficient continental motion for differences in the continental masking of dynamic topography to be properly resolved) over the static dynamic topography field (Figs. 3E and 3F). Initially, we applied the NUVEL-1A model for present-day plate motions (DeMets et al., 1994) in the no-net rotation (NNR) reference frame. We find that the motion of continents over our reference model for dynamic topography (Fig. 3E) on average tends to cover up negative topography and expose positive topography, causing sea-level rise at a rate of 0.24 m/Ma. This trend is primarily caused by the motion of Asia and Australia toward the negative topography of the western Pacific (Fig. 3E). In this case, the predicted rate of sea-level change depends on rates of continental motion and not viscosity structure (at least not directly; rates of plate motion are ultimately dependent on mantle viscosity). Therefore, our constraints on the total sea-level offset (Fig. 5A) also apply to the continental motion over the dynamic topography that produces this offset. The resulting constraint (Fig. 5C) allows sea-level rise between 0.15 and 0.29 m/Ma.

Because patterns of dynamic topography are generated from depth, sea-level changes caused by motion of the continents over dynamic topography depend directly on the net rotation of the lithosphere relative to the deep mantle. Recently, the net lithosphere rotation has been a topic of some debate (e.g., Becker, 2006, 2008; Torsvik et al., 2008); most hotspot-based reference frames detect a present-day net westward motion of the lithosphere with poles of rotation clustered in the southern Indian Ocean (Becker, 2006). The amplitude of this net rotation, however, is much more variable and ranges from no-net rotation (NNR) (DeMets et al., 1994) to a maximum of 0.436°/Ma (for a maximum of 5 cm/a of westward motion) for the “HS3” Pacific hotspot model of Gripp and Gordon (2002); amplitudes for other studies fall somewhere between

---

**Figure 4. Rate of change of sea level caused by the time-dependence of dynamic topography as a function of the absolute value of upper-mantle viscosity. Calculations for dynamic topography driven by active upwelling and downwelling flow (solid and dashed lines), broken into upper-mantle (UM and lower-mantle (LM) components (gray and black lines), as in Figures 3A–3D, are shown separately.**
Influence of dynamic topography on sea level

these two extremes. Becker (2008) constrained a net rotation of ~50% of the amount implied by the HS3 model using anisotropy observations. To test the effect of net rotation on sea-level change rates, we added net rotation consistent with the end-member HS3 model (Gripp and Gordon, 2002) to the NNR plate motions. The introduction of this net rotation adds a westward drift to the continental motions (Fig. 3F), causes Eurasia to uncover negative dynamic topography in the western Pacific, and causes Africa and North America to cover positive dynamic topography in the Atlantic and Pacific basins, respectively. These changes are opposite to those produced by the NNR model, and they tend to lower sea level at a rate of 0.33 m/Ma with a small uncertainty (Fig. 5D).

Because dynamic topography caused by areas of upwelling and downwelling in the upper and lower mantles exhibits different spatial patterns (Figs. 2B–2E) than the dynamic topography of these fields combined (Fig. 2A), continental motion over these different topography fields produces a variety of effects on sea level. For example, sea-level rise produced by NNR motions is primarily associated with downwelling flow (Fig. 5C), while sea-level drop associated with HS3 motions is primarily associated...
with upwelling flow (Fig. 5D). Altogether, we find that the net rotation of the lithosphere has a strong effect on sea-level change with time, and it can cause sea-level change ranging from sea-level rise at ~0.3 m/Ma for NNR to sea-level fall at ~0.3 m/Ma for HS3. As most constraints on net rotation fall somewhere between NNR and HS3 (e.g., Becker, 2006, 2008), sea-level change caused by continental motion should also fall between these extremes, and it should be nearly zero if Becker’s (2008) estimate of 50% of the HS3 net rotation is correct. It is important to note that these results are for end member cases in which continents move over dynamic topography without regard to the mantle flow source of that topography. In fact, continental motions should be coupled to mantle flow, and thus should be correlated to dynamic topography, as we discuss next.

**DISCUSSION: DYNAMIC OFFSET OF SEA LEVEL DURING A WILSON CYCLE**

We can make inferences about the long-term effects of dynamic topography on sea level by interpreting the patterns predicted for the present day (e.g., Figs. 2–3) within the context of mantle evolution during a Wilson cycle of supercontinent aggregation and dispersal (e.g., Wilson, 1966; Phillips and Bunge, 2005; Zhong et al., 2007). We start by considering the lower-mantle flow field, which features basin-scale flow patterns that should evolve along with supercontinent aggregation and dispersal events (Collins, 2003). We have found that upwelling-dominated dynamic topography is currently amplifying at rates of 5–10 m/Ma (Fig. 3C). At these rates, the current ~500 m amplitude of the associated dynamic topography (Fig. 2D) could have grown entirely during the most recent continental dispersal event that began ~180 Ma ago with the opening of the Atlantic basin. Several authors that have studied the time-dependent evolution of lower-mantle structures (e.g., Conrad and Gurnis, 2003; Müller et al., 2008; Spasojević et al., 2008) have found that these structures develop over time scales on the order of 100 Ma because the high viscosity of the lower mantle produces sluggish flow. Therefore, it does not seem unreasonable that the lower-mantle component of our estimated sea-level change, up to ~0.25 m/Ma (Fig. 5B), should be maintained for a large fraction of the current continental dispersal event. Upper-mantle flow also produces long-wavelength topography (Figs. 2B–2C), but its time-dependence exhibits shorter wavelengths (Figs. 3A–3B). However, because the processes that control the evolution of upper-mantle density heterogeneity (e.g., superplume rise and seafloor aging) are also likely to develop on ~100 Ma time scales, we speculate that the upper-mantle contribution to dynamic offset of sea level may also evolve at time scales comparable to those of the lower mantle, and with similar magnitudes of up to ~0.3 m/Ma (Fig. 5B).

Since the long-wavelength patterns of dynamic topography are correlated with patterns of mantle flow, the motion of the continents should also be correlated with that flow, at least for long (plate-scale) wavelengths. For example, Bokelmann (2002) suggested that the North American plate has been decelerating as the cratonic root of North America becomes positioned above the center of the Farallon slab downwelling. Similarly, South America’s motion may already be tied to the downwelling associated with the sinking Nazca slab (Fig. 2E). This motion of continents toward areas of downwelling occurs because upper-mantle flow, which typically moves from areas of upwelling toward downwelling, couples most strongly to the deep cratonic roots (Conrad and Lithgow-Bertelloni, 2006), pushing cratons away from areas of upwelling and toward areas of downwelling. In this view, cratons tend to move down gradients in dynamic topography; this process has been confirmed by evidence of net subsidence of continental interiors (Heine et al., 2008). This is the general pattern that is predicted for plate motions in the NNR reference frame (Fig. 3E), in which India, Eurasia, and Australia are moving toward the areas of downwelling in the western Pacific, Africa is moving away from the African upwelling, and North and South America are nearly stationary. Thus, the 0.25 m/Ma of sea-level rise associated with continental motion in the NNR frame (Fig. 5C) may apply for long-term sea-level change associated with continental motions during periods of continental dispersal, despite indications that a combination of the NNR and HS3 frames may be more appropriate for the present day (e.g., Becker, 2008). It is important to remember, however, that plates motions are controlled by a variety of factors, such as slab pull (e.g., Collins, 2003) or stress transfer across plates and upper mantle (e.g., Husson et al., 2008) that can generate continental motion up dynamic topography gradients (e.g., motion of South America or Eurasia in the HS3 model; Fig. 3F).

Because mantle upwelling is expected beneath a supercontinent during the dispersal phase of the Wilson cycle (e.g., Gurnis, 1988; Lowman and Jarvis, 1999), we expect that, on average, continents should be moving away from uplifted dynamic topography during dispersal, and later toward regions of low dynamic topography during reaggregation. Both phases involve continental motion down topography gradients, which should produce sea-level rise. We thus expect a corresponding sea-level drop during the supercontinent phase of the Wilson cycle, which can be ~150 Ma long (e.g., Hoffman, 1991). If supercontinent breakup occurs because of mantle upwelling (Gurnis, 1988; Lowman and Jarvis, 1999), then the downwelling that originally aggregated the supercontinent (note that subduction, and thus downwelling, is necessary for ocean basin closure) must develop into an upwelling. Considering that the net stress that the mantle exerts on the surface must always integrate to zero, a net uplift of the continental side of Earth during the lifetime of a supercontinent should accompany a net depression of the oceanic side of Earth, which would lower sea level. Note that supercontinents are likely to be surrounded by subduction zones during their lifetime, and a fully developed downwelling system within the oceanic side of Earth is not necessarily expected (Zhong et al., 2007). However, such a downwelling system is not necessarily required: we have inferred a net depression of the oceanic seafloor because net uplift must have occurred on the supercontinent. Therefore, uplifted seafloor on the oceanic side simply becomes less uplifted during the lifetime of a supercontinent, which would drop sea level.

This analysis suggests a cycle of net sea-level drop during the supercontinent phase of the Wilson cycle caused by a net decrease in dynamic topography in oceanic areas (e.g., Fig. 1, mode 1), followed by sea-level rise during the dispersal and reaggregation phases caused by net continental motion away from the uplifted center of a supercontinent (Fig. 1, mode 2). This pattern largely follows the gross pattern of sea-level trends: a period of sea-level fall (ca. 450 to ca. 250 Ma) (Cogné and Humler, 2008) occurred approximately during Pangean stability (ca. 400 and ca. 200 Ma) (Collins, 2003) followed by a period of sea-level rise during continental breakup (ca. 200 and ca. 100 Ma) (Cogné and Humler, 2008). Of course, dynamic topography is only one of several factors that affect sea level, so we do not expect a pure correlation between sea level and the Wilson cycle. For example, changes in the volume of the mid-ocean-ridge system are thought to be responsible for some of the most recent 100–200 m drop in sea level during the past ~100 Ma (e.g., Xu et al., 2006; Müller et al., 2008), which occurred during a period of continental dispersal. Furthermore, the complexity and time-dependence of mantle flow will produce aspects of flow that may not be directly associated with the Wilson cycle, such as the growing upwelling beneath the Pacific basin (Fig. 2A), which is currently responsible for much of the present-day predicted sea-level rise (Fig. 5B). Nevertheless, we anticipate that dynamic topography may be responsible for up to ~100 m of sea-level rise during times of supercontinent dispersal and reaggregation (as is presently observed) and a similar
amount of sea-level drop during times of supercontinent stability. Thus, the effect of dynamic topography on sea-level change should be comparable in magnitude to other major causes of sea-level rise or fall.

CONCLUSIONS

We have estimated that sea level is currently higher by ~90 ± 20 m due to the convective dynamics of the mantle interior. This time-dependent deflection of the seafloor by dynamic topography is presently causing sea level to rise at rates that may be as high as 1.0 m/Ma. Much of the associated uncertainty is due to the poorly constrained mantle viscosity structure, but it is also due to the difficulty of constraining the time-dependence of downwelling mantle flow. Because mantle downwelling causes dense slabs to fall away from Earth’s surface, the dynamic topography they induce at that surface will get smaller with time. Unless global mantle flow models can accurately reinject slabs into the upper mantle at subduction zones, such models cannot reliably constrain the influence of mantle downwelling on sea-level change. At present, time-dependent treatment of subduction zones is more accurately realized in idealized (e.g., Gurnis, 1990) or analytic (Husson and Conrad, 2006) models, which should produce better constraints on downwelling-induced sea-level change compared to advection-dominated models of global mantle flow such as this study or Moucha et al. (2008).

The motion of the continents over Earth’s dynamic topography can cause between 0.3 m/Ma of sea-level rise and 0.3 m/Ma of sea-level fall, depending on the net motion of the lithosphere relative to the deep mantle. Together with a net positive contribution of up to 1 m/Ma from growing mantle upwellings, our estimates suggest a wide range of sea-level rise contributions, but they do indicate that dynamic topography is probably currently producing net sea-level rise with a median value of ~0.5 m/Ma. This rate is significantly smaller than the rate implied by the 100 m of rise in 30 Ma (3.3 m/Ma) estimated by Moucha et al. (2008). We note, however, that Moucha et al.’s (2008) study included significant (~2 km) dynamic topography near mid-ocean ridges, which may be associated with low-velocity anomalies that have been imaged tomographically beneath ridges above 200 km depth (e.g., Ritsema et al., 2004). We do not include these features in our model because near-surface mantle anomalies will be strongly affected by both thermal diffusion and the details of the plate boundary implementation, both of which are difficult to implement in a time-dependent, backward-advection model (e.g., Conrad and Gurnis, 2003). Nevertheless, many of the dynamic topography trends predicted here (e.g., Fig. 3) are similar to those predicted by Moucha et al. (2008), who also showed large areas of the Pacific and circum-African ocean basins becoming shallower with time.

We have argued that a combination of continental motion and dynamic seafloor uplift should sustain as much as ~1 m/Ma of sea-level rise during the ongoing continental dispersal phase of the Wilson cycle. When included within a global tally of estimates for the various Cenozoic sea-level change mechanisms (Fig. 6), the dynamic topography contribution (~65 m rise) is comparable in magnitude to the net sea-level drop due to ice-sheet formation (~50 m; Harrison, 1990) or ocean area increase due to the India-Asia collision (~25 m; Harrison, 1990). It is also comparable to the uncertain rise that may be associated with the increased sedimentation and seafloor volcanism that are associated with increasing seafloor age (~60 and ~20 m, respectively; Müller et al., 2008; Harrison, 1990). Only ridge volume changes, estimated at 125–250 m by Xu et al. (2006) and ~200 m by Müller et al. (2008), are significantly more important as a Cenozoic source (Fig. 6). As a result, the introduction of a persistent dynamic topography-induced sea-level rise to the global tally (Fig. 6) produces a predicted Cenozoic sea-level change (140 m) that lies approximately midway between the curves presented in Haq et al. (1987) and Miller et al. (2005), which estimate sea-level drops of 240 m and 50 m, respectively. Previous studies (e.g., Müller et al., 2008; Spasojevic et al., 2008) have inferred that some of the discrepancy between these curves is associated with subsidence of the U.S. east coast, where the measurements by Miller et al. (2005) were made. Our study suggests that as much as 1 m/Ma of eustatic sea-level rise is caused by the time-dependent nature of dynamic topography, and it should be included in attempts to match observations of long-term sea-level change to tallies of the various sources of that change.
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